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Integral Operators 1. Hilbert-Smith operators

1 Hilbert-Schmidt operators

Example 1.1 Let (ey) denote an orthonormal basis in a Hilbert space H, and assume that the operator
T has the matriz representation (t;i) with respect to the basis (ey). Show that

[SSIENeS)
DD Il <00
j=1 k=1

implies that T is compact.
Let (fi) denote another orthonormal basis in H, and let

sik = (T'f;, fr)

so that (sji) is the matriz representation of T with respect to the basis (fy).

Show that
o0 oo oo oo
SO TRl =D sl
j=1k=1 j=1k=1

An operator satisfying

oo o
DD Il < oo

j=1k=1

1s called a general Hilbert-Schmidt operator.

Write t;, = (Tej,e;). It follows from VENTUS, HILBERT SPACES, ETC., EXAMPLE 2.7 that

+oo +oo +oo
Tae=T ijej = Zzgcjtjkek.
j=1 j=1k=1
Define the sequence (T;,) of operators by
+oo 4o n
T,x="1T, Zacjej = Z ijtjkek.
j=1 j=1k=1
The range of T), is finite dimensional, so T}, is compact. Then we conclude from
2 2
400 +o0 too |40
T =Tl = DD wstinex| = D D witix|
j=1n=1 k=n+1|j=1

where

+oo “+oo “+o0

2 2
it <D D Il
Jj=1 Jj=1 Jj=1
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Integral Operators 1. Hilbert-Smith operators

that
2 S X 2
T =T)al> <9 D0 D Il § -l
k=n+1 j=1
It follows that
400 +oo
2 2
IT=Ta* < >0 > [l
k=n+1j=1

Putting
+oo
ap = Z Itikl* > 0,
j=1

it follows from the assumption that

+oo 400

+oo
Zak = ZZ |tjk|2 < +o00.
k=1

j=1k=1

Hence, to every € > 0 there is an n € N, such that

—+oo
2
E ap < e,

k=n+1

360°
thinking.

Deloitte.

Discover the truth at www.deloitte.ca/careers © Deloitte & Touche LLP and affiiated entities.
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Integral Operators 1. Hilbert-Smith operators

from which

+oo  +oo “+oo
IT-T? < S Ml = Y an<e?,
k=n+1j=1 k=n+1

thus [|T — T,|| < ¢, and we have proved that T,, — T. Because all the T}, are compact, we conclude
that T is also compact.

Given another orthonormal basis (fi) of H, and let s;, = (T'f;, fx). Then an application of Parseval’s
equation gives that

“+o00 400 “+o00 +o00 “+o00 400
DD (Ter, ) ZIIT%H =2 D 1Tewe)) =3 Il
j=1k=1 k=1j=1 j=1k=1
and
“+o00 400 “+o00 +o00 “+o00 +o00
(Ter, i) = DD lew T ) Z”T*f]” = D T i )
j=1k=1 j=1k=1 j=1k=1
+00 +00 400 +00 +00 00
= ZZ| fJank ZZ| Tf]vfk ZZ|531€|
Jj=1k=1 j=1k=1 j=1k=1
hence,
+00 400 400 +00 +00 +00
Do Ml =33 Ml =30 sl
j=1k=1 j=1k=1 j=1 k=1

Example 1.2 For a general Hilbert-Schmidt operator we define the Hilbert-Schmidt norm || - ||1s by

+o0 +o0 2

ITs = < > > Il

j=1k=1
Show that this is a norm, and show that
T[] < [IT[lns

for a general Hilbert-Schmidt operator T.

Write t;, = (Tej, ex), and let

+00 +oo

I Tls = < > > Il

j=1k=1

Then [|T||gs > 0, and if |T'||gg = 0, then t;; = (T'e;,ex) = 0 for all j, k € N, thus

+oo +oo
Te; = Z (Tej,er)er = thkek =0 for every j € N.
k=1 k=1

7
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Integral Operators 1. Hilbert-Smith operators

It follows that 7" = 0 as required.
We infer from (aTe;,er) = a(Tej, er) = oty that
1
“+o00 400 2

2
laTllus = 3 lal* Y- > 1t p = lal - |Tus-

j=1k=1

Finally, if S = (s;) and T = (¢;%), then

+oo + +oo

S - ) B 00 +00 00 400 ) ) )

IS+ Tlfs = D> [Hsutil ZZ Isjel™ + 21sjkl - [tjk| + Lkl
j=1k=1 j=1k=1

“+o00o +o00o
= |ISIfs + I + 2 Z sjk|~|tjk|

=

400 +o0 2 400 +o0

2 2

< ISIEs +IT1Pas +29 D> lsiel - 9D > It
j=1k=1 j=1k=1

2
= |ISIIEs + 171%ks + 2SIl - |1 Tllis = {1181 ms + 1T ms}

and we have proved the triangle inequality,

1S+ Tllns < IS ms + [|T'llms-

We have proved that || - |izs is a norm.

SIMPLY CLEVER SKODA
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- ’I.’.

" *}gw 3
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Integral Operators 1. Hilbert-Smith operators

Finally,
2 2
400 40 400 |+oo 400 o0 +00
ITl> = DD witiwer|| =D D witin] <N lal - [tul - lwel - [tk
j=1k=1 k=1|j=1 k=1j=1¢=1
400 o0 +0o0
= {laj| - [tel} - {lwel - [t5el}
j=1k=1/¢=1
1 1
+oo 2 +oo 2
2 2 2 2
< Sl el g -8 > el tl® p = 1T Pas - 2l
Jik =1 g,k =1

hence || Tz|| < ||T||lus - ||z| for every x, and we find that |T|| < ||T|lus-
Example 1.3 Define for f € L?(R), the operator K by

<1
Kfte) = [ 5 exp(—lo—t) Fle) .
Show that K f € L*(R) and that K is linear and bounded, with norm < 1.

1
Show that the function 5 exp(—|z —t|) does not belong to L*(R?), so that K is not a Hilbert-Schmidt
operator.

First we see that

400 T +oo
Kf(z) = / — exp(—|z —t|) f(t)dt = / %e*metf(t) dt+/ %eIe*tf(t) dt

o0 — 00 €T

Then

“+oo
Kf(z)]> = { lexp(|:g1t|)f(t)cht}

2

o0
oo

* +oo
< [ zewtte-iiola [ 5 enlemu 10
o0 +o00
= i[ [ exp — |z —t| exp(—|z —u|) - | f(t)] - | f(w)|dt du
+oo  ptoo 1
N /, /, 7 OP(=le =t = |z —ul) - |F()] | f (w)| dt du.
Hence
+oo +o00 Lo +oo
[m K f(x)]?dx < [m [m {/Oo i exp(—|z —t| — |a:—u|)dx} £ - |f ()| dt du.
If t <w, then

t—rz4+u—zr=t+u—2x, forx<t,
e —tl+jx—u=<¢ z—t+u—ax=u—t, fort <z <w,
r—t+rx—u=2x—t—u, forxz>u.

9

Download free eBooks at bookboon.com



Integral Operators 1. Hilbert-Smith operators

This gives the inspiration to the following rearrangement

[ T wswpar<e [ ([T oottt - e -y as i) o

where

—+oo t +oo
/ e—\z—t|—\z—u\ de = / e2z—t—u dz + /€—u+t dx +/ e—2x+t+u dx
—o00 —o00 t u

_ 1 2r—t—u +( t) 7u+t_|_ 1 —2x+t+u e
= B e o u (& 5 (&

1

2

1
el 4 (u—t)e T + 5 e = (u—t+ 1)
and where we have assumed that ¢t < u.

By insertion,

/_:O |K f(x)]* do < %/_:O {/t+°°(u—t+ l)et“|f(u)du} ()] dt.

Then we change variables y = v —t and z =t + u, thus

t:

yt+z _ Y-z
B og 5
where y € [0,400[ and z € R. We get

[Trmora s L[ () (25 e
U PR R e

Then for every fixed y it follows by the Cauchy-Schwarz inequality,

Creatbes
o=}

PN L)
L 03] )

and we get by insertion the estimate

+oo
| Ef@Pds <

— 00

)

+o0
| wneay- g
0

400
_e Y 1 “Yd . 2
[e e+ [e y] TE
[y +2)]3~ - 1£13 = I£113,

N~ N~ N~
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Integral Operators 1. Hilbert-Smith operators

so we have proved that K f € L?(R) and that
1K fll2 < Il for every f € L*(R),

hence ||K|| < 1.

1
On the other hand, the kernel 3 e~17=tl does not belong to L?(R), because we get by a formal
computation that

+oo +oo 1 1 +oo “+oo
/ / e et dt = —/ {2/ e 2@=t) dx} dt
—o0 —o0 4 4 —0o0 t
1 +oo +oo 1 +00
= - “daydt = ~ 1dt = +o.
i) {A ‘ x} JRRLESE

Example 1.4 Let K denote the Hilbert-Schmidt operator with kernel
k(x,y) = sin(z) cos(t), 0<uz, t<2m
Show that the only eigenvalue for K is 0.

Find an orthonormal basis for ker(K).

First notice that

2m

Kf@) = [ k.t) f(t) dt = sin(z) - /0 " cos(t) - f(t)dt,

0

hence K f(z) = a(f) - sin(x), where

a(f) :/0 7TCos(t) - f(t)dt € C.

If X € 0,(K), then the corresponding eigenfunction must be f(x) = sin(x). Then by insertion,
2m
(K sin)(z) = sin(z) / cos(t) - sin(t) dt = 0,
0

proving that A = 0 is the only eigenvalue.

Now,

1
cos(nz), — sin(nz), ...,

. 1
VE VE Sk g e G eostnd

1
is an ortonormalbasis for L2(]0, 27]), so ker(K) is spanned by all these with the exception of 7= cos(z),
™

in which case

K (% cos) @) = 7 /O Qﬂ % cos(t) - \% cos(t) dt - sin(z)
= m-sin(z) =m-

11
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Integral Operators 1. Hilbert-Smith operators

and we get in particular, K2 = 0.

Note that

o (2, 1) /0 ", $)k(s, £) ds — / " sin(z) - cos(s) - sin(s) - cos(t) ds

0

2
= sin(z) - cos(t) - /0 sin(s) - cos(s) ds =0,

which agrees with K2 = 0.
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Integral Operators 1. Hilbert-Smith operators

Example 1.5 Let K denote the Hilbert-Schmidt operator with continuous kernel k on L*(I), where
I is a closed and bounded interval. Show that all the iterated kernels K,, are continuous on I? and
show that

[Enll2 < 1Kz

Show that if |\|[|k|l2 < 1, then the series
S,
n=1

is convergent in L*(I).

Write I = [a,b]. It is well-known that

b
kn(:c,t):/ fx,8) kp_1(s,t) ds.

The first claim is proved by induction. Assume that both k(z,s) and k,_1(s,t) are continuous. By
subtracting something and then adding it again we get

b
kn(x,t) — kn(z0,t0) = / {k(z,s)kn_1(s,t) — k(xo,8)kn_1(s,t)} ds

b
+/ {k(xo, $)kn—1(s,t) — k(xo,s)kn_1(s,t0)} ds

b
/ {k(z,s) — k(zo,$)} kn_1(s,t) ds

+ /b k(xo,8) - {kn-1(s,t) — kn_1(s,%0)} ds.
To every € > 0 there is a 6 > 0, such that
|k(x,s) — k(xo,s)] <€ for |x — xo| < 0 and all s € [a,b],
and
|kn—1(s,t) — kn_1(s,to)| < ¢ for |t — to| < § and all s € [a, b].

If therefore |z — x| < d and |t — to| < J, then we get the following estimate,
b b
[kn(2,t) = kn(2o,t0)] < / € IIkn—l\lood$+/ [Elloc - £ ds

= (0= a){llklloc + [Ikn-1llec} e,

and we conclude that k,(z,t) is continuous, and the claim follows by induction.

13
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Integral Operators 1. Hilbert-Smith operators

Furthermore,
b b
g =[] eate o) doa

a

b b

= k(z, s)kn-1(s,t) ds k(2,7 k1 (r,t) dr| dodt
b b pb b
a a a a

b prb pb b
%//// {|k(x’s)‘2|k'n—l(’r7t)|2+|kn—1(57t)‘2|k'(l‘,’l“)|2}dsdrdxdt

1
5 LRl R[5 + WenalI3NE]5} = [1El3 1 na 3,

and we have proved that

[Enll2 < [|Ell2l[kn—1l2-
Hence we get for n = 2 that ||ks|2 < [|k]|3.
Assume that ||k, 12 < [|k]|5~". Then

enllz < [1Ell2llkn-1ll2 < [[Ell2 - KI5~ = Ik,

and the claim follows by induction.

~

UROPEAN
# BUS INESS
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Integral Operators 1. Hilbert-Smith operators

The remaining claim is now trivial, because

< Zw nll2 < ZIAI I3 = Z{W IKll2}" = W

where we have used that the geometric series is convergent for |A| - || k||2 < 1.

Example 1.6 Let K and L denote the Hilbert-Schmidt operators with continuous kernels k and £ on
L2(I), where I is a closed and bounded interval. We define the trace of K, tr(K) by

tr(K) = /Ik(:c,:c) dz,

and similarly for K.
Show that

tr(KL)| < [|K[us | Lllus,

and
tr (K") | < [ Kllfis,  n=2.

Moreover, if (K,,), (L) denote sequences of Hilbert-Schmidt operators like above, where
[1Kn — Kllgg = 0 and |[Ln — Lllgg — 0,

then

tr (K, L,) — tr(KL).

Remark 1.1 We first show that the claim is not true, if we replace the Hilbert-Schmidt norm || || g
by the operator norm.

Let
k(x,t) =l(x,t) =a+t

be the kernel of self adjoint Hilbert-Schmidt operators K and L on L2([0,1]). It follows from Exam-
1 1
ple 1.7 below that 3 + 7 are the two eigenvalues different from zero of both K and L, and the norm

of K (and L) is given by the absolute value of the numerically largest eigenvalue,

1K = 1Ll =

w|»~
3%
w

Furthermore,l

1

3
|€||2_// (¢ +t)*dwdt = // (? + 2t + %) dadt = /{%+x2t+xt2} dt
=0
t+t ) dt = - ==,
/0{3+ - } 3+2+3 6

%113

15

Download free eBooks at bookboon.com



Integral Operators 1. Hilbert-Smith operators

Finally,

(K L) = /01 {/01(m+5)(8+a:) ds}dx _ /01 {/01(x+3)2ds}dx k|2 = g

Thus, in this example,

TS 2 1 1 27 V3
tr(KT)*E*HRHQ>||K|| = ||K]| |L{5+7§} —Z+§+ =

which either can be shown numerically, or of course must follow from the theory, because we always

have that || K| < ||k||2. Here we cannot have equality, if o,(K) contains at least two different points
#0. 0

Then we turn to the example itself.

Write I = [a, b], and let

/ k(@ b and  Lu(z) = / ’ b tyu(t) de

for u € L?([a,b]). Then

b b b
(KL)u)(x) = K(Lu)(x):/ k(z,t)Lu(t)dt:/ k(x,t){/ Lt s)u(s) ds}dt

b b
x,t ,S u(s)ds,
/{/ (. 1)t )dt} (s)d

and it follows that the composition K L has the kernel

b
m(x,t):/ k(x,s)l(s,t)ds.

Then
b b
[tr(KL)| = / m(x,z)dx| = / {/ k(x,t)e(t, x dt}dx
g/{/|k:xt|dt} { |£t:c|dt} da.
Putting

b 3 b 3
— {/ |k(:c,t)|2dt} og l(x) = {/ |€(t,x)|2dt} ,

we get k1, {1 € L*([a,b]), and it follows from the Cauchy-Schwarz inequality that

1

b . b 2
[tr(KL)| < /kl(m)él(x)dxg{kl(x)2d:z:}5 {/ Zl(x)2d:c}

{/ab </ab |k(x’t)|2dt> dm}% {/ab (/ab If(t,a:)lzdt> dm}%

= &l - Iz = 1K|ms - [1L]us,

16
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Integral Operators 1. Hilbert-Smith operators

and the first claim is proved.

We note that since KL has the kernel

b
m(w,t):/ k(x,s)l(s,t)ds,

we have
//|mxt|dxdt {
1 2
/|kxs|ds> </|€8t|ds> dx | dt

= < {(/ |k(z,5)|? ds (/ |€8t|ds>}da:>dt
- / / k(, 5) 2ds da - / / (s, 1) 2ds dt = K]3 - €13 = 1K iEs - 1l

This proves that we always have

(1) IKLlus < |K|las - IL]ms -
Recall for n = 1 that

K) :/abk(as,x)dx

Choosing k(z,z) = 1 and k(z,t) continuous, such that ||k||2 < &, we get

2
dr p dt

IN

15 Ll x,5)l(s,t) ds

IN

tr(K)=b—a and 1K ||?qs < &

which shows that the formula is not true for n = 1.

On the other hand, if n > 2, then it follows from the first question and (1) that
jtr (K™)] = [tr (K K" | < K ms 1K™ Hins < 1K asIK st = 1K s

Finally, we note that for any scalar A and any Hilbert-Schmidt operators,

(K + A L) = / k() £ M0, 2)} dir = () + Atr(D),

proving that the trace is linear on the vector space of all Hilbert-Schmidt operators. Then we get
tr(KL)—tr (K, L,) = tr(KL-K,L,)= tr(KL-KL,+KL, —K,L,)
= tr(K(L—Ly))+ tr((K—K,)L,)
= tr(K(L—Ly)+ tr((K—K,)(L,—L))+ tr((K—Ky,)L),
and it follows from the assumptions and the first part of the example that
[tr(KL) — tr(K,Ly,)]|
< KluslL = Lallus + 1K = KnlluslL — Lallus + | K — KnluslLilns — 0 for n — +oc.

17
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Integral Operators 1. Hilbert-Smith operators

Example 1.7 Let K denote the Hilbert-Schmidt operator on L*([0,1]) with kernel
k(z,t) =z +1t.

Find all eigenvalues and eigenfunctions for K.
Solve the equation

Ku=pu+f,  feL?*[0,1]),

when p is not in the spectrum for K.

It follows from

1 1
2) K f(z) = d P d
(2) Kf(z) / £t t+/0 oL

that every eigenfunction corresponding to an eigenvalue A # 0 must have the form f(z) = axz + b. By
insertion into (2) we get

Kf(x):m/ol(at-i-b)dt-l—/ol (at® + bt) dt:{%+b}x+{§+§}.

STUDY AT A TOP RANKED
INTERNATIONAL BUSINESS SCHOOL

no.l

nine years
in a row
Reach your full potential at the Stockholm School of Economics,
in one of the most innovative cities in the world. The School
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& school in the Nordic and Baltic countries.

Stockholm
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Integral Operators

1. Hilbert-Smith operators

This expression is equal to A(az + b), if and only if (a,b) and <g + b,

a
2 3 2
and only if

:a_b b2_a_3_a_b:b2_a_2

2 3 2 37

(VIS

a b
o_| 5+b 43
a b

hence if and only if b = :I:L a. Since

V3

a 1 1
Aa=—-—+b=<-+ —
a= 2+ {2 ﬁ)}
th di i 1 A li L
e corresponding eigenvalues are A = — &+ —.
P g eig 253

1
+ — we get the eigenfunction fi(z) =z +

V3

For /\1 =

| =

For A\ = we get the eigenfunction fa(x) =2 —

8l 5l

11
2 V3

Finally, K is trivially self adjoint, thus A = 0 is an eigenvalue for every function

fe {Span (x + %m - %) }L = {span(1,z)}*,

hence for every function f € L?([0,1]), for which

1 1
/Of(t)dt:O og /Otf(t)dt:

Now, k(z,t) = k(t,x), so K is self adjoint. Therefore, if we put

fi and oy = f2
[l f1ll2 | foll2”

then the operator K is described by

pi1(z) =

(3) Ku= A (u,01) 1+ A2 (u, 02) 2.

b . .
+ — | are proportion, thus if

If (f, 1) = (f,¢2) = 0, then it follows by a simple check that the solution of the equation

1 1 1 1
Ku=pu+f, hvor 0,-+—4=,z——F=,
pu+ f u%{ SRENEID) \/5}

1
is given by u = —— f.
L

Then assume that f = apj + bps. The equation Ku = pu + f can now be written in the form

A1 (s 1) @1+ A2 (u, 2) Z u, ) +apr+ b,

19
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Integral Operators

1. Hilbert-Smith operators

which implies that

U = C1p1+ C2 P2,

where
a 1
1 = (%‘Pl) = )\1 — = )\1 — 1 (f,sol)a
and
b 1
ca = (u,p2) = (fp2)-

M= p A
The equation being linear, it follows in general from the rewriting
Ku—pu=[f=(f01) o1+ (f,02) e2+{f = (f, 1) o1 = ([, ¥2) ¥2},

that

u = ! (fa(pl) 8014»

& ) (f;¢1) ‘/’1*'% (fsp2) @2—%f=A<p1+B<p2—%f,

(AL — 92—

1 1 1 1
M — )\Q_M(f7<P2)<P2*;f+p(f,801)<p1+;(f,cpg)ga

2

which in principle can be written explicitly by means of the functions f;(z), i = 1, 2. We shall,

however, not waste our time on that, because the result will look extremely nasty.

Example 1.8 Lad K denote the Hilbert-Schmidt operator on L? ([—g, %D with kernel

k(z,t) = cos(z — t).

Find all eigenvalues and eigenfunctions for K.
Solve the equation

Komwoer rer([55)

when p is not in the spectrum for K.
Obviously, K is self adjoint.
It follows in general from

cos(z — t) = cos(z) - cos(t) + sin(z) - sin(t),

that

(4) Kf(z) = cos(z) | f(t) cos(t)dt +sinx) | f(¢) sin(t) dt.

w3
w3

Then any eigenfunction corresponding to some eigenvalue A # 0 must be of the structure

f(z) =a-cos(x) + b-sin(x).
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By insertion into (4),

Kf(z) = cos(x) /2 {a-cos®t+b-sintcostdt} +sin(m)/2 {a-sintcost+b-sin®t} dt
= {% + O} cos(x) + {0 + %T} sin(x) = g {a cos(z) + b sin(z)} = gf(m),

hence f(z) = a-cos(z) + b-sin(z) is for every pair (a,b) # (0,0) an eigenfunction corresponding to
the eigenvalue \ = g

. . 172 m™ T
For A = 0 we get the eigenspace {cos(z),sin(z)}+ i L ([—57 5})
ALTERNATIVELY, we see that

1 . ; |
cos(z —t) = 3 e 3 e e,

We get from

where

B 1 , 1 . )
(1, 01) = / o1(2) o (@ do = / €% gy = = {7 — mim} — 0,

hence

k(z,t) = cos(z —t) = g p1(w) p1(t) + g p-1(x) p-1(t).

We obtain directly that A = g is the only eigenvalue # 0, thus || K| = g, and the eigenfunctions are
p1 and p_1.
Remark 1.2 A basis for L? ([—g, gD is e.g.
1 1 1 1 1
Vor T v N Nz

from which it follows that {cos(z),sin(x)}* may be difficult to describe. ¢

cos 2z, sin 2z, cos 4x, sindx, ...,

It follows from k(t,z) = k(x,t) that K is self adjoint, which also was noted previously. We may
therefore apply the standard method where we expand after the eigenfunctions.
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First choose f, such that

: f{t) costdt = i f(t) sintdt =0.

P _
2 2

1
Then K f =0, and we conclude that u = —; f is the only solution.

We get in the general case that

+oo

w o= > (upn) @nzzi {(f 1) 901+(f7¢2)¢2}—lf+l(fysO1)<P1+l(f,<Pz) P2
n=1 2 w 14 1% s
2 1
- 2 L
IR {(fs01) 1+ (fip2) P2} Mf.
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Integral Operators 1. Hilbert-Smith operators

Now,
fi .
Yi = T 1= 1) 27
Il fill2
where fi(x) = cosz and fy(x) =sinz, and || f1]|3 = || f2]|3 = g, hence
z 1 o 1
u = ——*—— - —{(f,cost)cos(x)+ (f,sint)sin(z)} — — f
p(s—n % p
1 1 2

- : St dt - -
W= ) f(t) costdt COS(xH—M(%*M) .

Notice that this expression can be written as

F(£) sintdt - sin(z) — % (@),

1 3 1
uzm/ cos(m—t)f(t)dt—pf(x):Min—ﬁf.

bl
We have assumed that

i o(K) = oy(K) = {0.5}.

Example 1.9 Let K denote the Hilbert-Schmidt operator on L?([—m,w]) with kernel
k(x,t) = {cos(z) + cos(t)}2.

Find all eigenvalues and eigenfunctions for K, and find an orthonormal basis for ker(K).

By a simple computation,

k(x,t) = (cosx 4 cost)? =cos’x +2 cosx cost + cos®t
1 1 1
= 5cos2x+2cosxcost—|—§cos2t+§
1 1
= 500s2x+2(zosaccost+ 1+50082t - 1.

Hence

(5) Kf(x) = cos2ac/7r %f(t)dt—i—cosac/7T 2 f(t) costdt

—T —T
T

1
3 f(t) cos2tdt.

T
+ f(t)dt + /
Therefore, any eigenfunction corresponding to an eigenvalue A # 0 must be of the form

f(x)=a-cos2x+b-cosz+c,
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where we shall find the constants a, b and ¢. We get by insertion into (5) that

s ™

1
Kf(z) = COS?I‘/ 5(aocos2t+b~cost+c)dt+cos:c/ 2(a cos2t + b cost + ¢) cost dt

—T —T

+/ (a-cos2t+0b-cost+c)dt

™
1
+/ 5 (a-cos2t+0b-cost+c)-cos2tdt
—T
am
= cm-cos2x + 2bm cosx + 2w e+ R
This expression is equal to Aa - cos 2x + Ab - cos ¢ + ¢, if and only if
Aa = cm, Ab = 27b, /\c:2ﬂ'c+%.
We immediately get the eigenvalue A\ = 27 with its corresponding eigenfunction cos x.

am
The other eigenfunctions are found in the following way: The vectors (a, ¢) and (c7r, 2cm + 7) must
be proportional, so

2
a s 3 5

C 20+—g 2
= -2 - — = — — =
C ac (C CL) 2(1,

a Cc

0:

hence

3 3
o \/;“ { \[2} “

corresponding to

A= o {1 + \/g} .
a 2
3 . .
For Ay =1+ 3 (T we get the eigenfunction
3 9 3
fi(x) =cos2z + 1+ 3 =2cos” x + 3|
3 . .
For g =<1 — (7 we get the eigenfunction
3 3
fg(ﬂf):COSZZ‘—Fl—\/; l:2c082x—\/;].

For A\ = 27 we get the eigenfunction fs(x) = cosz.

There is no reason here to norm these eigenfunctions. We only notice that they span the same subspace
of L?([—m,7]) as 1, cos x, and cos 2z do.
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It follows from k(t,z) = k(z,t) that K is self adjoint, so the null-space is simply the orthogonal
complement of the subspace mentioned above. Thus we conclude that ker(K) is spanned by

sinx, sin 2z, cos 3z, sin 3z, cos4x, sindzx, ...,

i.e. of the usual trigonometric basis with the exception of 1, cosx and cos 2z.

Example 1.10 Let K denote a self adjoint Hilbert-Schmidt operator on L*(I) with kernel k.
Show that || K || = ||k||2 if and only if the spectrum for K consists of at most two points.

It follows from K being self adjoint that k(¢,z) = k(x,t) and there exist an ortonormal sequence ()
in L?(I) and a sequence (\,,) of real numbers with || > [X\g| > -+, where either \,, = 0 eventually,
or A, — 0, such that

—+oo
(6) KU:Z)\n (u, on) Pn for u € L*(I),
n=1
where every ¢, is an eigenfunction of the corresponding A, € 0,(K), and where 0 is either an
eigenvalue or belongs to the continuous spectrum o.(K), and where
o(K)={0} Uo,(K).

We shall prove that ||K|| = ||k||2, if and only if o(K) contains at most two points.

1) If o(K) only consists of one point, then o(K) = {0}, and Ku = 0, thus k(x,t) = 0 almost
everywhere, and it follows trivially that | K| = ||k|; = 0.

2) If o(K) contains two points, then it follows from the introducing argument that we necessarily
must have

o(M) ={0,A},
so the operator is described by

b
Ku= () o= [ ola) @ u)dt
from which we derive that
k(x,t) = Ap(t)p(z).
Clearly, || K| = A. Because ||¢||2 = 1, we get
b b b b
K= [ [ Ik oPdsde =32 [ [ let@)Pleto)Pdede = AP,

Hence ||k||2 = |A| = || K| in this case.
3) If o(K) contains more than two points, then

K| = max [An] = [Aa].
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Furthermore, we get by the computation

+o0 +oo _
Ku(o) = [ k) u®)dt = 3" A (100) 0(e) = [ 3 A on(o) pa@ u(t)
that

“+o0
KI5 = A2 > A7 = |IK]°,
n=1

and the claim is proved.
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Integral Operators 1. Hilbert-Smith operators

Example 1.11 Let {e1, e, ..., ey} denote a finite orthonormal set in L*(I), and let the Hilbert-
Schmidt operator K be given by the kernel

k(z,y) = Z Z kijei(x) e;(t).

Find the trace tr(K).
We say that the operator K has a canonical kernel of finite rank.

This example is trivial,

tr(K) :/Ik(x,x)dx:/IZZkij ei(x)ej(x)dxzz‘

p p
i=1 j=1 i=1 j=

kij 0ij = Ki;.-
1 i=1

Note that this corresponds to the trace of matrix (k;;).

Example 1.12 Denote by K a self adjoint Hilbert-Schmidt operator on L*(I) of kernel k.
Prove that K is a general Hilbert-Schmidt operator (cf. the definition in EXAMPLE 1.1), and find the
Hilbert-Schmidt norm || K||ys-

Put
+oo
Ku= Z)\n (u, ©n) On-
n=1

It follows from VENTUS, HILBERT SPACES ETC., EXAMPLE 2.7 that

—+o0o
tik = (Kegj, 1) = <Z An (#5,0n) somsﬁk> = (Aj @5, Pr) = Aj Gjks

n=1

thus ¢;; = A; and ¢, = 0 for j # 0.

Then by ExAMPLE 1.1, K is a general Hilbert-Schmidt operator, if

+o00o +o00

SO il < oo,

j=1k=1

because it was proved that this number is independent of the choice of orthonormal basis. Furthermore,
it follows from EXAMPLE 1.2 that

1

400 400 B

1K as = ¢ D> [tl®

j=1k=1

In the present case we get

1
+o0o +oo 2 +oo 2
2 2
IKlas = 42> NPomp =D N p = Ikl
G=1 k=1 j=1
27
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Example 1.13 Let

k(x,t) = {sin(z) + sin(t)}? — é

be the kernel for a Hilbert-Schmidt operator K on the complex Hilbert space L*([—m,7]).
Show that K is self adjoint and express the range K (L2([77T,7T])) of K with the help of the non-
normalized basis

1, cos(z), sin(z), cos(2x), sin(2x), ....

Find all non-zero eigenvalues and corresponding eigenfunctions for K, and determine o(K).

Solve the equation Ku = mu — E%r in L2([—m, ).

1) Clearly, k(z,t) € L?([—n, 7] x [-7,7]), and
NN . .o 1
k(t,x) = (sint +sinz)” — 5= k(x,t),
thus k(x,t) is Hermitian, and K is a self adjoint Hilbert-Schmidt-operator. It follows from

1 1
k(z,t) = (sinz+sint)? — 3= sin?z 4+ 2sinz - sint + sin® ¢t — 3

1 1 7
= —3 cos2x + 2sinx - sint — 3 cos 2t + 3’

that

(N Kf(@) = {—% ﬂf(t)dt}cosQ:v—i—{Q ") sintdt}sinm

—T

+{_§ ﬂf(t)cothdt—i—g Wf(t)dt}-l,

and we conclude that the range K (L2([77T, 7r])) is spanned by 1, sinz and cos 2.
(Choose e.g. suitable linear combinations of these three functions in order to conclude that the
dimension is 3).

2) An eigenfunction f corresponding to an eigenvalue A # 0 must necessarily lie in the range, thus it
is of the form

fl@)=a-cos2x+b-sinz + c, a, b, ceC.

When we insert this expression into (7) and then apply that 1, sinxz and cos2x are mutually
orthogonal, we get

1 2 1 2 7
Kf(z) = {—§c~27r}cos2z+{2b-§}sinz+{—§a~§—|—§c~2ﬂ'}~1
7
= —c7r~cos2x—|—2bﬂ'-sina:+{£c—ga}-1.
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We have for comparison,
Af(x) =Xa-cos2x+ Ab-sinz+ Ae- 1.

The coefficient b occurs only in connection with sinz, hence we conclude that sinz is an eigen-
function corresponding to the eigenvalue A = 27.

Assume that b = 0. If a - cos 2x + ¢ is an eigenfunction, then the vectors

oo N (T 1 (a, c)
em, re—gal=m{-¢ c-ca og (a,c

c
must be proportional with the eigenvalue A = —— 7 as the factor of proportion. Thus we get the
a
condition
—c 9 7 1,
=c"+-ac——-a" =0.
c % c— % a + 4 2

By solving this equation with respect to ¢ we get

7 49 1 7 81 7 .9
=——at/—a?4+-a=-—-aty/—a?=—-a+-a.
TR Vm o s Vo1 g4 T8

We have now two possibilities:

9
a) For ¢ = —3 a— 3 a = —2a we get A = _Cr= 2w, corresponding to the eigenfunction cos 2x —2.
a
9 1 c s . . .
b) For ¢ = ——a+ -a = —a we get A\ = —— 71 = ——, corresponding to the eigenfunction
8 8 4 a 4
2 -
cos 2x + 1
Summing up,
A = 2, p1(z) = sinz,
Ao = 2m, pa(x) = cos2x — 2,
1
)\3:757 wg(x):cos2:z+z.

Notice that A\; = Ag,and that the eigenfunctions are not normed.
It follows e.g. from (K cos)(x) = 0 that ker(K) # (), thus

o(K)=o0,= {O,—g,QW}.

5
The equation Ku = mu — Zﬂ can be solved in several ways:

First method. The coefficient 7 of v on the right hand side of the equation does not belong to
the spectrum, 7 ¢ o(K), hence the solution is unique. Because

51

5) 5 1
L= ?ﬂ-(cost—Q)— ?ﬂ- (cos?x—&—z),
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5
we see that —Zﬂ lies in the subspace spanned by the eigenvectors

1
pao(x) = cos2x — 2 and ps3(x) = cos2x + 1

Thus we guess a solution of the structure

1
u(x) =a- (cos2x —2)+b- <cos2x + Z) .
We get by insertion of this structure that

1
Ku(z) —mu(z) = 2ma-(cos2x —2)— %lr <0052x+ 4>
1
—ma(cos2x — 2) — b (cos 2x + 4>

5 1
= ma(cos2z —2) — Zﬂ b (cosZm + Z)

5 5
= w(a—1b>cos2x—7r<2a+ﬁ—b).
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5
This expression is equal to —ZW, if

5 5 1 5 5
G_Zb and 211)"‘111)—1,
9 4 5 . . .
hence 1 b=1and b= 9’ a= 9 Finally, we get by insertion,

) 4 1
u(x) = 9 (cos2x —2) + 9 (cos 2x + 4) =cos2z — 1 = —2sin’z.

Method 1a. A variant of the FIRST METHOD is to guess a solution of the form
u(z) = a-cos2zx + c.

Then apply the previous computation from (2) to get

7
Ku(x) = —cm - cos 2x + {Wc— Wa},

4 2
and
—mu(z) = —am - cos 2z — cm,
hence
3T s
Ku(z) — mu(z) = —(a+ c) cos 2z + T 5
. N 5T . .
This expression is equal to R if and only if
_ q o 3w T 5w
c=—a an 4_40 2a— 407
thus a = 1 and ¢ = —1, and the unique solution is given by
u(z) = cos2z — 1 = —2sin’ z.

Second method. It is also possible to apply the standard method. A straightforward computa-
tion where we explicitly use the previously found eigenfunctions (these should then be normed),
would demand a lot of energy, although one at different stages could apply one of the two vari-

ants above.

We shall show below how this might be carried out. First put

1
p1(x) =sinz, @o(x) =cos2x —2, psz(x) = cos2z + 1

Let {¢, | n > 4} denote an orthonormal basis of the null-space ker(K). Then a solution of the

equation

5T
- _ 20
Ku=mu 1
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has the structure

“+oo “+o0
2
u= Z an, Py where Z lan|” < +oc.
n=1 n=4

5
Put f(z) = —Zﬂ-. It follows from

5
(f,on) = (—fﬂ%) =0 for n € N\ {2, 3},
and
om 1 1
f(x):—Z:CQ(COS2Z'—2)+C?, cos2x+1 = (c2 + c3) cos 2x — 202—103 ,
that cg = —cg, and
1 5
202—103:2024-102:162:?”,
thus
5 5
czzg and 03:—5.

Then we get by insertion into the equation

5
Ku— = ——
U—TU 1
that
+oo
Ku—mu = Majpr + Aaasps + Azazps — Z Qn Pn
n=1

—+oo
T
= (27 —marpr + (27 — T)agps — (— + 77) asps — T Z AnPn

4 n=4
5 =
= 7Ta1s01+7m2¢2—za3903—7f Z anPn
nm=4
5
= —I=C2<P2+C3903,
and we derive that
=0 1,20 _ 4 _ 4 =0f >4
ap =Y, a2_ﬂ_02_97 asz = 57703_9’ ap = VU 10T N =2 4,

hence

5 4 1
u(r) = 9 (cos2x —2) + 9 <0052x—|— Z) =cos2r — 1 = —2sin’ .
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Example 1.14 Let k(z,t) = x + ¢ + 2zt be the kernel for the Hilbert-Schmidt operator K on the
Hilbert space H = L*([—1,1]).

Show that K is self adjoint and determine the range K(H).

Find all non-zero eigenvalues and corresponding eigenfunctions for K, and determine o(K) as well
as | K.

Express K f, f € H, with the help of the Legendre polynomials (P,,).

Let f(x) = cosh(1) cosh(z) — cosh(2x). Show that (f, Py) = (f,P1) =0 and solve the equation

1)

Ku(z) + u(x) = f(2).

It follows from
k(t,z) =t +x + 2tx =z + t + 2xt = k(x,t),

that the kernel is Hermitian, thus K is self adjoint. We conclude from

1

Kf(m):/1 (x+t+2xt)f(t)dt:x/

-1

(1+2ﬂf@ﬁﬁ+1/1tf@ﬁﬁ,
1

1 _
that the range is K (L*([—1,1])) = span{l,z}.

The only possible eigenfunctions must be of the form f(z) = ax + b. We get by insertion the
condition

1 1

(1+2t)(at+b)dt+/ t(gt +0b) = dt,

-1

)\f(x):)\ax—i—)\b:Kf(x):x/

-1
hence
1 1 4
Aa:/)ﬂ+ﬂﬂmt+Mdt:/‘{%ﬂ4ﬁa+2wﬁ+ﬂdt:§a+%
1 —1
and
! 9 2a
b = (@+Mﬁ:§.
—1

Hence,

4 4 4
)\Za:§a/\+2)\b:§/\a—|—§a.

4
If a = 0, then 2b = (/\ - §> a = 0, which leads to nothing, so we may assume that a # 0, e.g.
a =1. Then

4 4
P e |
37 37
i.e.
2,
2 4 4 16 2 4
3 973 9 373 2
3
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1 2 1
If \y=2and a=1, then b= — - ga =3 and the corresponding eigenfunction is
1

1
gol(x):x+§, A= 2.

2 1 2
Ifho=—=and a =1, then b= — - = — _
3 Ay 3

N W
[SCRN V)

= —1, and the corresponding eigenfunction is

2
p@)=c-1, ==

Since K is self adjoint and of Hilbert-Schmidt-type, ||K|| is the absolute value of the eigenvalue of
largest absolute value,

K] = 2.

Finally,

o(K) = 0,(K) = {—2,072},

and every function, which is orthogonal on both ¢; and @9, i.e. on both 1 and x by a change of
basis, must lie in the eigenspace corresponding to A = 0.
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3) It is well-known that the Legendre polynomials form an orthogonal system on L?([—1,1]). We

have in particular,
Py(t) =1 and Py(t) =t,

and since span{Py, P} = K (L?([-1,1])), we infer that
KP,=0 for every n > 2.

It follows that if f = > a, P, then

“+oc0o 1
K (Z anPn> () =K <Z anPn> (x)
n=0 n=0

Kf(x)

1
= K(ap+ ait)(z) = / (ag + art) (x + t + 2xt) dt

—1

3

4 2
<2a0 + g a1> Pl(SC) + g alp()(fﬂ).

Let f(x) = cosh1 - coshx — cosh 2z. Then

2 4 2
2a01 + §a1(1+2x) = (2a0+—a1>x+—a1

1
/ {aox +apt + 2apx -t + a1z -t + a1 (1 + 2x)t2} dt
-1

3

1 1
1
(f,Py) = / {cosh 1 - cosh 2 — cosh 2z}dx = cosh1 - [sinh2]' , — [5 sinh 21‘]
_ -1

1

= coshl-2sinh1 — %QsinhQ =sinh2 — sinh 2 = 0,

and

1
(f,Pl):/ {cosh1-coshz — cosh2z} -z dx =0,
-1

because the integrand is an odd function, and because we integrate over a finite symmetric interval.

Finally, we shall solve the equation
Ku(z) + u(xz) = cosh 1 - coshx — cosh 2z.

If
+oo

+oo
u = Z anP, and coshl-coshz — cosh2xr = Z bn Py,
n=0

n=2

then it follows from the above that

+oo
2 4
- a1P0 + 2(10 + —ay Pl + (IQPO + a1P1 + Z CLnPn
3 3 =
+oo
= Z bn Py, = cosh1-coshx — cosh 2z,
n=2
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and we conclude that a,, = b,, for n > 2 and that

2
ap+ ;a1 =0,
hence ag = a; =0,

20,04—5(],1:07

and whence

“+o0 —+o0
u = Z an P, = Z b, P, = cosh1 - coshx — cosh2z.

n=2 n=2

American online

is currently enrolling in the
Interactive Online
programs:

enroll by September 30th, 2014 and
save up to 16% on the tuition!

pay in 10 installments / 2 years
Interactive Online education

vVvyYVvyyvyy

visit to
find out more!

Note: LIGS University is not accredited by an
nationallgl recognized accrediting agency listed
by the US Secretary of Education.

ore info here.

36

Click on the ad to read more

Download free eBooks at bookboon.com



http://s.bookboon.com/LIGS

Integral Operators 1. Hilbert-Smith operators

Example 1.15 In L?([—7,7]) we consider the orthonormal basis (ey,), n € Z, where

1. Let ¢ : R — C denote a continuous function with period 2w, and assume that o(—x) = ¢(z) for
all x € R. Show that

Ku(x) = /7T oz —t)u(t)dt

defines a selfadjoint Hilbert-Schmidt operator on L?([—m,7]).

2. Show that all e,, are eigenfunctions for K.
From now on we assume that ¢ is the periodic extension from [—m, 7| to R of the function

go(x)zl—%.

3. Calculate the spectrum of K.
4. Solve the equation
Ku:%u+f in L*([—m, 7)),
where f(x) = sin®(x) + sin(x).
5. Solve the equation

4
Ku=—-u+1 in L*([—m, 7).
™

1) The kernel is
k‘(x,t):go(x—t), z,te [_7(77‘[-]7

where

/_:/_: lp(z —t)|*dtde = /_: {/_:__tt|50(u)2du} dx:/:;/_: lo(u)|? du da

= 27 lpl3 < +oo,

proving that K is a Hilbert-Schmidt operator.

ALTERNATIVELY, ¢ is continuous on a compact set, hence |p(z)| < ¢ for & € [—m, 7]. Then apply
the periodicity to get the estimate

/ / lp(x — 1)) dtdx < *(27)* = 4n%c? < +o00. O

From ¢(—z) = ¢(x) follows that
k(t,z) = @(t - l‘) = 50(37 - t) = k‘(.’l?,t),

which shows that the kernel is Hermitian, thus K is self adjoint.
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Integral Operators 1. Hilbert-Smith operators

2) By insertion of e, (z) follows by a change of variable,

s T+
Ke,(z) = / oz —t)e,(t)dt = / o(u) en(x — u)du

—T xr—T

T4 ™
, 1 ,
/ o(u) e " du - N et = / o(u)e """ du - e, (x),

- -7
from which follows that every e, (z), n € Z, is an eigenfunction for K.

Conversely, if 1 is an eigenfunction, then ¢ = Y ¢,e,, hence ¢ must lie in the subspace corre-
sponding to the e,, which have the same eigenvalue. This means that the eigenvalues are

/ o(u) e du, n €z,

—T

and it suffices only to look at the eigenfunctions e, (x), n € Z, in the following.

Figure 1: The graph of the function ¢.

3) If p(z) =1— Jzl for x € [—m, 7], then we have in particular that ¢(—xz) = ¢(x), and that ¢ is
™

continuous — also after a periodic extension. Therefore, we are again in the situation above. If
n # 0, then the eigenvalues are given by

T ) 7r ) 2 [T
/ <1_|1> it gy / 2l mine g = 2 / z cos(nz) da
—r ™ - T T Jo

2 (7 2{1—-(—-1)"
0+ — sin(nz) de = {7(2)}
nm 0 m™n

For n = 0 we instead get by considering an area on the figure,

[ ()
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Integral Operators 1. Hilbert-Smith operators

ALTERNATIVELY,

s 2 s 22
/ (a—il)dx:%r——/ xdszﬂ—l:ﬂ
r s T Jo 2

Summing up,

Aon =0, n € Z\ {0},
)\0 =T, 4
A n = e, a\9 G Z?
T T (2n+1)2 "
and we conclude that the spectrum is
(K) = 0p(K) = 0,7} U { —= eN
o =o0p ={0,7 w20+ 1) n 0 -
Notice that the eigenspace corresponding to each eigenvalue of the form m is of dimension
m(2n
2, while the eigenspace corresponding to A\g = 7 is only of dimension 1.
4) Let
u = Z Cnen = cpegl Z Con€opn + Z C2n11€2n41-
n#0 nez
Then
fo) = sinats 7176082$+S, 271+6”76’” el | g—2ix
x) = sin“z+sinx = 5 n2=; 5 1
V2T V2T V2T V2T V2T
= eo(x) +1 e_1(x) —1 er(x) — ea(x) — e_o(x)
2 2 2 4 4
= Ku——u
0
2 2 4 2
= (7T - ;) coeo() + Z (;) Canean(T) + {m - ;} Cont1€2n41(T).
nez\{0} nez

2
It follows from — ¢ 0,(K) = o(K) by identification that
™

2 1
vam Var. T

“T TV
T
and
V2 1
c_1=1 Qﬁ.é_z:i\ﬂﬁ.%’ clzﬁz—i\/Zw-%,
T
and
V2 1
C_QZCQ——TTF'—ZZ\/QW'%, and ¢, =0 otherwise.
T
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Integral Operators 1. Hilbert-Smith operators

This implies that

u(z) = 3 (ﬂ;: 2) vameo(@) + g ' g {er(@) —ea(@)} + % % {ea(@) +e-2fw)}

+ T sing + = cos?2
= R — — Sinx — COS 2X.
2 4

4
5) In this case, — is an eigenvalue corresponding to the eigenvectors ej(x) and e_;(z). Since 1 =
7T

V27 eq is orthogonal to e; and e_q, we get
U =c_1€_1+ c1e1 + coeq,

where ¢_; and ¢; are arbitrary constants, and

4 4 4 1
1:K(00€0)—;6060: W—; Cp€p = W—; CO.E’

hence
V2T ™ 2T
0= i~y
m— =

sssssssssssssvsssssassssssssssssssssnssssssssssnnsssssssssssssssssssssssfilcgte]-Lucent @
www.alcatel-lucent.com/careers

2%

One gerrmer:;trion’s transform;tio; is the next's status quo.
In the near future, people may soon think it's strange that
devices ever had to be “plugged in.” To obtain that status, there

needs to be “The Shift".
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Integral Operators 1. Hilbert-Smith operators

and we get the solutions

™27

S 4 61 el 4 éile—zw’

u(x) =

where ¢; and ¢_1 € C are arbitrary constants.

Example 1.16 Let H denote the Hilbert space L?*([0,27]) with the subspace F = C([0,27]), and let
K denote the integral operator on H with the kernel

%exp(%(x—t)), if0<t<ux<2m,
k(z,t) = 0 if 0<t=ux<2n,
—§exp<§(a:—t)>, if 0<ax<t<2nm.

1) Show that K is a self adjoint Hilbert-Schmidt operator.
2) Assume that F is equipped with the sup-norm. Show that K : H — F is continuous.

3) Now let S denote the restriction of K to F (considered as a subspace of H). Show that S is
injective and that S~ is given by

D (S7') = {g € C*([0,27)) | g(0) = g(2)},

and

Sflg:fig'f%g forge D(S7h).

4) Find all normalized eigenfunctions and associated eigenvalues for S=1. Show that all eigenvalues
are simple and that the set of normalized eigenfunctions is an orthonormal system in H.

5) Show that the eigenfunctions for S=1 are also eigenfunctions for K and find the associated eigen-
values. Justify that all eigenfunctions for K are given this way, and write the kernel for K using
the normalized eigenfunctions.

6) Let f € H be given by the Fourier expansion

(o)
f=Y cae™.

n—=—oo

Ezpand K [ using the Fourier coefficients ¢, instead of f.

1) The kernel k(x,t) is bounded and continuous for t # x in the compact set [0,27]?, hence k €
L2 ([0,27]?) with

2m 27 1
1k]I3 = / {/ |k:(x,t)|2dt} dr = ~ - (27) = 72,
0 0 4
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Integral Operators 1. Hilbert-Smith operators

i.e. ||k|l2 = w. This shows that K is a Hilbert-Schmidt operator.

We see from

—% exp (—%(t—x)), for0<z<t<2m,
k(t,z) = 0 for 0 <z =1t < 2m,

i 7
5exp<—§(t—x)>, for 0 <t <z < 2m,

7 )
§exp(§(xt)), for 0 <t <o < 2m,
= 0 for 0 <t=ux <2,

) 7
—iexp<§(as—t)>, for 0 <z <t < 2m,

= k(z,t),

that k(x,t) is Hermitian,, thus K is a self adjoint Hilbert-Schmidt operator.

2) The operator K is described by

/:W k(x,t) f(t)dt = %/0 exp <% (x—t)) f(t) dt—%/:ﬂ exp (% (x—t)> ft)dt
= Lew(i3) [Cew (<id) soa-Fen (i) [ e (-i3) s
- % exp (zg) {/OI exp <z %) [0 dt+/2: exp (é) [0 dt}.

Applying the Cauchy-Schwarz inequality over [z, z + Ax] we get

r+Ax t
/ exp (—i 5) f(t)dt

where obviously the latter factor in the expression for K f(x) is continuous. The former factor is
also continuous, so K : H — F is a mapping of H into F.

Kf(x)

Then we get the estimate

K@) < g { [l [l
< I {Va+var—a} < LIl (VA + A} = va- lflb,
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Integral Operators 1. Hilbert-Smith operators

because v/ + /27 — x has its maximum in the interval [0,27] at x = 7. Then

IK flloo < V- |[fllz,  hence  |K| </,
and the linear operator K : H — F' is continuous.

3) Assume that f € F with Kf = 0. Then by (2),

/Om exp (z ;) f(t)dt + /2: exp (z ;) f(t)dt =0,

for all € [0,27]. Both integrands are continuous, and the sum of the integrals are C! and
constant, hence by differentiation,

0 =exp (—z 5) f(z) +exp (—z 5) f(x) =2exp (—z 5) f(x),
and we get f =0, so S = K| is injective.

It was mentioned above that K f € C!, if f € C. Furthermore,

KF(0) = % 1 {0 - /OQW exp <—i %) £ dt} - —% /0% exp (—z’ %) () dt,
Kf@m) = % exp (z - 27”) {/0% exp (_i %) () dt+0}

_ _%'/02” exp <—z%) F(t) dt = K (0),

so we infer that
D(S7') = KF S {g € C'([0,2n]) | 9(0) = g(2m)}.
If on the other hand g € C([0, 27]) satisfies g(0) = g(2), then we shall check if the equation

Kf(z) = % e (i) {/O exp <z ;) £t di + /2 exp (z ;) (1) dt} — g(@)

has a solution f € F. This equation is equivalent to
* t x 1 . T
(8) / exp | —i= ) f(t)dt +/ exp | —i = ) f(t)dt = —2i exp (71 7> g(z),
0 2 27 2 2

so we get by differentiation,

© 2exp (i) fla) = ~2i exp (~i5) {5 o)+ 4@) |

where (9) is equivalent to that the candidate f(2) must have the structure

1

f@) == (o)~ ig' @)
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Integral Operators 1. Hilbert-Smith operators

It is obvious that f given in this way is continuous, when g € C''. The proof will be concluded, if
we can prove that the additional condition ¢g(0) = g(27) combined with (9) implies (8). The trick
is that we write

2exp (=i ) fl@) = exp (=i 5 ) fl@) +exp (=i 5) f(@),

where we integrate the former term on the right hand side from 0 to z, and the latter from 27 to
x. This construction is guaranteed by the assumption ¢g(0) = g(27).

ALTERNATIVELY one may compute explicitly,

Kf() = =i K(9')(2) — 5 K(9)(a),

and then convince oneself by some partial integration that the result is g(z). ¢

4) The equation S~'g(z) = Ag(x) for g € D (S71) is rewritten as

—ig'(x) — %g(x) =Ag(z),  g(0)=g(2m), geC*([0,27]),

i.e.

/

Leadiny
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1. Hilbert-Smith operators

The complete solution without the boundary condition is

1
g(x) =c-exp (z (A—i— 5) x) .
Choosing ¢ = 1 and inserting into the boundary condition, we get
. 1 . 1
exp (z </\+§> 0) =1=exp (z ()\—i— 5) ~27r>,
. . 1
the solutions of which are \,, + 3= n € 7.
The eigenvalues are
O’(Sil): )\n:n—1 n ez
p 2 ’
with the corresponding normalized eigenfunctions
e n € 7Z.
It follows from S~'e, (z) = A\, e, () that
MKen(x) =en(z), thus Ke,(z) = — en(z),

and K has the same eigenfunctions as S~1, and the corresponding eigenvalues are

1 1 2
= = = Zy S o,(K).
{)\n n—i 271—1‘ne }_Up( )

Using that K is a self adjoint Hilbert-Schmidt operator, we get that the spectrum

a(K)z{O}U{2n2_1 ‘ nEZ},

where each 5
thus

n—1

oo(K) = {0} and ap(K)—{2n2_1 ‘ nEZ}.

is given by

is an eigenvalue. Now, K is injective according to (3), so 0 is not an eigenvalue,

Finally,
—+o0 —+o0
1 1 1 .
k(z,t) = — e W) == (@=t)
(z,1) n;wkne () - en(t) w2 o1
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Integral Operators 1. Hilbert-Smith operators

6) Let f € H be given by the Fourier expansion

+oo
f= Z cne'™”.

n=—oo

Since ™™ is an eigenfunction for K corresponding to the eigenvalue =3 R it follows by a
n n—
termwise application of K that

+oo 2

“+o0
Kf= chK (ei"*) = Z Y e,

> Apply now
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2 Other types of integral operators

Example 2.1 We shall consider H = L*([0,1]) as a real Hilbert space, and define T : H — H by

75() = [ re)
Show that

ITf(2) < Valfle

and use this to show that ||T|| < 1.
Show that

T — n—1
1) = [ G

Show that log(I +T') is a well-defined operator of Volterra type, and find an explicit expression for the
kernel of this operator, using only known functions, that is, find k such that

log(I+T)f(x) = /090 E(x,t) f(t)dt.

1) It follows form the Cauchy-Schwarz inequality that

Tf ()l

x 1
[ s dt] _ \ [ toa 50 dt‘ < 1o, £l
0 0

</01 {l[o,x](t)}Zdt>% 1fll2 = {/OIdt}% I1fll2 = vz - || f]]2-

(There are more variants of this computation).

2) It follows from the estimate above that

2 ! 2 ! 2 21" o 1 2
i1 = [ irsera < [Colsiga = 5| 1= 5108
0 0 0
and we conclude that

1
IT| < —= <L

V2

3) The formula clearly holds for n = 1. Assume that for some n € N,

T n—1
o) = [ G0N wan e (o).

Interchanging the order of integration in the computation below we get

x—t)nt (x—t)"~

T f(x) = Tn(Tf>(3?):/Om((nil)!Tf(t)dt:/omW/O f(s)dsdt

- [ oo [ [] ros

- /juﬂs)ds,

n!
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and it follows that the formula also holds, when n is replaced by n + 1. Then the claim follows by
induction.

Now,
+oo 1
A) =log(1+\) = D L L for |\ < 1
e(\) = log(1+ ) 2;() —AT o for A <1,

1
and T € B(L?([0,1]) with ||T|| < —= < 1, so the operator log(I + T') is indeed defined by

V2
400 1
p(T) =log(I+T) = (1) ~T"

Each of the T™ is of Volterra type, and ¢(T') contains only T for n > 1, hence ¢(T) is also of
Volterra type.

When we insert the expression for 7" f from (3), we get by purely formal computations that

log(I +T)f(z) = Jio(_l)n—l 1 /z (@—0"— F(t)dt = io/x -2 F(t)dt

& _n:1 nJty (n—1) _n_l 0 n! ’

(t _ .'L')n_l
n!

get the sum 1 for ¢ = x). Therefore it is indeed legal to interchange summation and integration.

The we get for 0 <t < z the sum

Jf (t— )"t 1 f (t—x)" . et —1 e —¢
— — = = ¢ . .
n! t—x n! t—ax T —t

n=1 n=0

However, the series Z:ﬁ is uniformly convergent for 0 <t < x < 1. (Notice that we

Note that we for t — x get the limit e™ - ¥ = 1.

We get by interchanging summation and integration,

e — et

log(I +7T)f(x) = /Ow e " f(¢)dt,

r—t

so the kernel of the Volterra operator log(I 4+ T') is given by

x _
e"”~e € for0<t<uz <1,
x—t
k(z,t) = 1 for 0 <t=ux<1,
0 otherwise.
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Example 2.2 In this example it is allowed to change the order of integrations without justification.
Consider the operator

=k [0 0 e,

whenever this expression gives sense.
1) Show that Af € L*°([0,1]) if f € LP([0,1]), p > 2.
2) Find the operator B = A%, that is find the kernel k(z,t) such that

zﬁmazA%uﬂzﬁxuawﬂww

for f € LP([0,1]), p > 2.
3) Show that B : L?(]0,1]) — L*>([0,1]), 1 < p < o0 is bounded.
4) Solve the equation
(- A)f) =1
formally by a Neumann series, and express f as
f(x) = g(x) + Ah(z),

where g and h are known functions. (Here it is not possible to express Ah(z) as a known function.)
Insert and show that this formal solution is a solution.

Remark 2.1 First note that the kernel does not belong to L?([0,1]?). In fact, it follows from

1
— for0<t <1
k(x,t): — orUsSt<zr< 1,
0 otherwise,

that

/Ol/olk(x,t)|2dtdx:/ol{/or ;?t} dx:/ol[—ln(x—t)]f_oda::jLoo,

so we cannot apply the theory of the Hilbert-Schmidt operators. Part of the example is to use other
methods. ¢

1) Given f € LP([0,1]), where p > 2, thus 1 < ¢ < 2, where ¢ is the conjugated number of p, i.e.
1
— + — = 1. Then by the Hdolder inequality
P q

Al s = | $tdu;7?{4 ude§ {A Giﬁﬁﬁ}
2 2
1 q\ "
< =gk I
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q

where we have used that 1 — 3 > 0, because p > 2. This holds for all z € [0,1], so

[Aflloe < £ 1lps

-3

and Af € L>=([0,1]) for f € L*([0,1]), when 2 < p < +o0.

If instead p = 400, then we get the following estimate,

ol
Af(z)| < f i ||f\|oo/ \/—
1 —1 2 2
= ﬁ”f”oo 1_—1\/$—t —ﬁ\/‘%'”f”oogﬁ”f”ooa

2 0

and we get in this case that

[Afllso < —= lIflloos

2
\/E
hence Af € L*°([0,1]) for f € L*°([0,1]).

2) Assume again that f € LP([0,1]), where p > 2. Then Af € L*°([0,1]) according to (1).

From

p1 = oo > 2 follows by another application of (1) that A%f € L>([0, 1]).

Iy

" St atelc M rie P

Management

>rnatlonalie
Businegs.

inancial
conomlics

/

Shipping ‘

TTe—

Leadership &8
Organlsationg
Psyelalog

R,
"
B,

< ageetl . N\

|

NORWEGIAN __ewo
BUSINESS SCHOOL ~ EQuIs

-------

Empowering People.
Improving Business.

Bl Norwegian Business School is one of Europe’s
largest business schools welcoming more than 20,000
students. Our programmes provide a stimulating
and multi-cultural learning environment with an
international outlook ultimately providing students
with professional skills to meet the increasing needs
of businesses.

Bl offers four different two-year, full-time Master of
Science (MSc) programmes that are taught entirely in
English and have been designed to provide professional
skills to meet the increasing need of businesses. The
MSc programmes provide a stimulating and multi-
cultural leaming environment to give you the best
platform to launch into your career.

* MSc in Business

* MSc in Financial Economics

* MSc in Strategic Marketing Management

* MSc in Leadership and Organisational Psychology

www.bi.edu/master

50

Download free eBooks at bookboon.com

N

Click on the ad to read more



http://s.bookboon.com/BI

Integral Operators 2. Other types of integral operators

Compute

Af(t)

¢
/ dt:i/ —{— W) du}dt.
\/— Vo —t VT o Ve —t Vi—u
From 0 < u <t <z <1 we infer by an interchange of the integrals fas follows by the change of
variable s =t — u that

Bf(x) = A*f(x)

)du = —

Bf(z) = %/;{/jﬁ}ﬂ /{/ \/ﬁ}

_ %/Omwf(u)du—/omf(t)dt,

where we have used that

ds
—— =T fora=x—u>0.
/0 Vi(a—s)s
Remark 2.2 We prove for completeness this formula. We get by the monotonous substitution

s=asin’6, 0 c [O,g},

vl

/“ ds / 1-2sin6 cosf d0— 2 / sinf cos "
% — 24
0 V(a—s)s \/a—asm9 a sin® 0 \/a21—sm95m9

ks
2a 2 cosf sinf

= = ——df =2 df = .
la| Jo |cos@ sind) /0 m 0

The operator is therefore a well-known integral operator, and A corresponds to “integrating one
half time from 0”. The kernel is explicitly given by

1 for0<t<ax<l1,
k(z,t) = { 0 otherwise.

3) This follows easily from the Holder inequality,

Bf(x)] < / " 1F@)dt < / O] 1de <1 £l

hence ||Bf||s < [|f|lp, and || B|| < 1.

4) The Neumann series is given by

+oo
(I-A)'=>4m
n=0

so the formal solution is

+oo
fl@) = > A"1() ZAin +ZA2”+11
n=0

n=0

+oo
= ) B"l(= +AZB" (z) + Ag(x),
n=0
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“+o0 —+oo 1
t'I’L
h = = n = n =
(z) = g(x) E B"1(x) 1—1-2 B"1(x) 1—1—2 / =) dt

n=0 n=1

+oo s
= 1+ E F =e€7,
n=1
and the formal solution is

f(z) =e* + Ae”.

Then we get by insertion

(I=A)f(f) = fla) = Af(f) ="+ Ae” — Ae” — A%
= ex—Bex:ex—/Ozetdt:ex—[et]g:ex—(ex—l):

and we have proved that we have found a solution.

Need help with your
dissertation?

Get in-depth feedback & advice from experts in your
topic area. Find out what you can do to improve
the quality of your dissertation!

Get Help Now

Go to www.helpmyassignment.co.uk for more info E:/Helpmyassignment

N

Click on the ad to read more

52

Download free eBooks at bookboon.com


http://www.helpmyassignment.co.uk

Integral Operators 2. Other types of integral operators

ALTERNATIVELY (and more elegantly),
(I-AI+A)=I+A)I-A)=I-A>=1-B.

Since B is a Volterra operator, we have that (I — B)™1 = Z:i% B™ is bounded. Clearly, A and
B = A? commutes, so

I-AD{I+AI-B) "} ={I+AI-B)}I-4) =1,
proving that

(I-A)t=I+A)I-B)"
Hence the equation (I — A)f =1 is equivalent to

—+o0
fl@)=(I-A) "A@)= T+ A)>_ B"1(z) = (I+ A)e” =" + Ae”,
n=0

where we have applied the computation above.

Example 2.3 Let H = L*([0,1]) and consider the integral operator

Bf(ac):-/o f()dt, for f € H.

1) Show that
k(z,t) = min{x, t}, 0<z,t<1,
is the kernel for the self adjoint Hilbert-Schmidt operator K = BB*.

2) Let ¢ be an eigenfunction for K associated with a non-zero eigenvalue A. Justify that ¢ can be
taken as a C'*°-function.
Next, show that ¢ must satisfy the equation

A¢" (@) = —p(x),
and use this to find all non-zero eigenvalues for K and all the associated eigenfunctions.

3) Assuming the | BB*|| = || B*|°, show that |K|| = | B||2, and find both ||K|| and ||B||.

1) The operator B has the kernel

1 for0<t<az<l,
bz, 1) = { 0 otherwise,

SO

b (2, 1) = bt 7) = b(t, z) { 1 for0szstsl,

0 otherwise.

Then the kernel k(z,t) for K = BB* is given by

1 1
k(z,t) = /Ob(m,s)b*(s,t)ds:/o b(x, s)b(t, s) ds

1
/ b(min{z,t},s) ds = min{z, t}, z, t €[0,1].
0
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2) Since k(x,t)

is continuous, we can choose the eigenfunctions continuous. Hence, if ¢(z) is an

eigenfunction corresponding to an eigenvalue A\ # 0, then

1

1 T
(10) Aw(x):/o k(x,t)gp(t)dt:/o tcp(t)dtJrz/ o(t) dt.

If ¢ is continuous, then the right hand side of (10) is differentiable. If ¢ is of class C™, then the
right hand side of (10) is of class C™ ", hence ¢ is also of class C™*1. Then the claim follows by
induction, hence ¢ € C'*°.

When we differentiate (10), we get

A =apla)+ [

1 1

() dt —  p(z) = / o(t) dt,

x x

hence by another differentiation,

(11) A" (z) = —p(x),

and the claim is proved.

3) Let a € C\ {0} satisfy the condition a? = % Then the equation (11) has the complete solution
(12) ¢(x) = C1e'® 4+ Cye™ ",
When (12) is put into (10), and we apply that % = ), then
Ao(z) = A{C1e"" + Cre ™"}

x 1
= /t{clemf+cze*m}dt+x/ {Cre™" + Cpe™ "} dt
0 x

_ |:t {g eiat o % eiat}:| _/ {ﬁ eiat o % eiat} dt
(1% 1 0 0 (1% (1%

? x
C C C *
_ 1 iax 2 _—jax 1 rat 2 —iat
A T2 tTiazc
(10 (103 (e ey 0
1z ﬁ ez’a _ % e—ia — ﬁ eioz:c _ % e—i(mt
i 1e i 1e"

1 . : 1 . )
= E {Clewm + C2€—zaz} — ? {Cl + 02} + % {Olewt — Cge_la}

= /\QO(J?) — /\{Cl + CQ} + % {Cleia — Cge_ia} .

This equation holds for every =, and A # 0 and « # 0, so we conclude that

Ci+Cy=0 and Cre'® — Che™™ =0,
hence Cy = —C', and C4 {eia + e_m} = 2C 1 cosa =0, thus
a = g +nm, n € 7.
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It follows from
p(z) = C1e"* + Coe™ " = Cy {"*" — e7"*"} = 2i Cy sinax,

that the eigenfunctions for K corresponding to a A € 0,(K) \ {0} are some constant times

<Pn(93)—Sin<<n—%)7rx>, n €N,

corresponding to the eigenvalue

1 4 1
n=—F=—5 " —5, N.
w2 (2n+1)2 "e

4) Now, ||K]|| is the absolute value of the numerically largest eigenvalue |A1], so

4 1 2\?
K == = - - e = —_ .
[ K[l = [[BB*|| = A\t 2 2o <ﬂ>

On the other hand, BB* is self adjoint, hence

[BBxl| = sup{|(BB*f, f)| | f € L*([0,1]), | fll = 1}
= sup{(B"f,B*f)| f € L*([0,1]), [l f]2 = 1}
= sup{||B*fI1* | f € L*((0,1]), || fll2 = 1} = | B||*.
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world’s wind turbines.
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Finally, B € B(H), hence also B* € B(H) with ||B*|| = || B||, and whence

2 2\ ?
K| = IBB*|| = |B*]” = || B]* = <;> .
Then
2
Bl = —
1Bl =~
where

Bf(z) = / Cfdr, fer*(0,1).

Example 2.4 Let H = L?([0,1]) and consider the operator K with domain D(K) = C([0,1]) given
by

v 1
K f(2) :x/o f(t)dt—i—/z LI dt,  f e D(K).
1) Show that K : D(K) — C?([0,1]), and that
(Kf)(0)=0  and  (Kf)'(1)=(Kf)(1).
2) Show that K is injective and that K~ has the domain
D(K™") = {ue C?([0,1]) | w/(0) = 0, u(1) = u'(1)},
and the action K'u = u".

3) Show that K is an integral operator with continuous and symmetric kernel and find this kernel.

4) Let ¢ and v denote eigenfunctions for K associated to the same eigenvalue X. Define the function

by

and use the existence and uniqueness theorem for ordinary differential equations to arque that
f=0.

Next show that all eigenspaces for K are of dimension one.

5) Let 0,(K) = (\,) denote the sequence of eigenvalues for K. Find
S
n=1

1
6) Let \ be a positive eigenvalue and let y = —. FExpress the associated eigenfunction with u a

VA
transcendent equation for .
Use a graph argument to show that K has at most one positive eigenvalue.
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1) If f € C([0,1]), then we get immediately that K f is of class C'*(]0,1]) and

(5@ = [ e+ @) o s = [ 00
This shows that we even have (K f)’ € C1([0,1]), hence K f € C?([0,1]), and
(13) (Kf)"(x) = f(2).

Furthermore,

’o>=/oof<t>dt=o,

(K1) =1- / f(tydt + / L) di = / F(tydt = (K1)(1).

and

2) Now, K is linear, hence K is injective, If K f(z) = 0 implies that f = 0. This follows from (13) in
(1), because

flx) = (Kf)"(z) =0.
Assume that u € C?([0,1]) satisfies u/(0) = 0 and u(1) = «/(1). We shall prove that there is an
f € C([0,1]), for which w = K f. According to (13) the only possibility is f = «”, which we now
check. Using that u” € C([0,1]), we get
T 1 1 1
Ku"(z) = 1:/ u” (t)dt +/ tu"(t)dt = o {u'(x) — ' (0)} + [tu'(¢)], — / 1-4/(t)dt
0 x x
= ad/(z) + /(1) —2v (@) - [wt)]; = /(1) = u(l) + u(z) = u(z),
and the claim is proved.

3) We get from the expression for K f that

Kf(:c):/o k(a:,t)f(t)dt:/o f(t)dt+/x tf(t)dt:/o max{z, 1} £(t) dt
thus
k(z,t) = max{z,t} for z, t € [0,1],

and k(z,t) is clearly continuous in [0,1]%, hence of class L? ([0, 1]?).

We note that k(x,t) = k(t, x), hence the kernel is Hermitian and K is a self adjoint Hilbert-Schmidt
operator.

4) This is trivial. We know that K is injective, so 0 ¢ o,,(K), and if X € 0,(K), A # 0, and K¢ = A,
it follows by an application of K ! that

o=AK"1p, ie. K lp= Xgo.
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5)

Assume that ¢ and 1 are eigenvectors for K with the same eigenvalue A\. Then

is also an eigenfunction corresponding to A, hence f is according to (4) an eigenvector corresponding
2

d 1
to the operator K~ ! = ) with the eigenvalue iR SO
x

F1(0) = 4(0) ¢ — (0) = ¢(0) %' (0) = 0.

It follows from the existence and uniqueness theorem for linear second order differential equations
that

2
1) LS rw=0 j=0, fO=0

does only have the solution f(z) = 0, hence
(15) (0) (z) = ¢(0) Y (x).

Then assume that ¢(0) = 0 for every eigenfunction. Then also ¢’(0) = 0, cf. the above, so
¢ is a solution of (14), and ¢ = 0. This means that ¢ is not an eigenfunction, contradicting
the assumption. Therefore, we conclude that ¢(0) # 0 for every eigenfunction. Then it follows
from (15) that all eigenfunctions of the same eigenvalue are mutually proportional, hence every
eigenspace for K has dimension 1.

When we use that K is self adjoint and of Hilbert-Schmidt type, cf. (3), we get that all eigenvalues
are real, and

+oo
> A= kB,
n=1
where we have used (5) that every eigenspace has dimension 1. Then
400 1 gt 1 b 1
dYoao= ||kH§:/ / max{x,t}thda::/ {/ x2dt+/ t2dt}dt
o o Jo 0 0 P
1 371 1 3 1
t 1 = 1
3 3 3
= — dr = —— —dr = 2 1) d
/O{x+[3L}zA{x+3 3}x3/0(x+)x
_ o Lfat ! A
T o312 T, T3z vl
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1
7) It follows from (4) that if A > 0 and u = —=, then
VA
" 1 2
¢i(@) = 5 elz) = n” el(z),
the complete solution of which is
p(x) = Cre!” + Coe™ 1.
.
1.84
1.6
1.4
1.24
y
0.8
0.6
0.4
0.2
0 ""02 04 06 08 1 12 14 18 18 2

Figure 2: The graphs of = p and = = coth p intersect at p ~ 1.199 678 640.

Vowo Toucxs | Rewanr Tovcks | Mack Toueks | Vowo Buses | Vowo Coxsteucrion Ecuresent | Wowo Pesm | Vowo Aemo | Vowo IT

Vowo Fieskcer Sepaces | Vowo 3P | Vowo Powemreaim | Vowo Paers | Vowo Techwowosy | Vowo Loasncs | Busieess Anes Asie

59

Click on the ad to read more
Download free eBooks at bookboon.com



http://s.bookboon.com/volvo

Integral Operators 2. Other types of integral operators

We shall find the values of Cy, Cy and p, for which ¢ € D (Kﬁl). We compute
O(x)=p {C’le’“ — C’ge_‘””} ,
and get the conditions (because p > 0)
¢©'(0) = pu{Cy — Co} =0, ie. C1=Cy=0C,
and
p(1)=C{e'+e "} =Cu{e' —e "} =¢'(1),
so u is a solution of the equation
cosh p = p sinh p,
which we write as
coth o = p.

Considering the graphs we see that this equation has only one solution g > 0.

Remark 2.3 Using the iteration

1
tan p,

HUn+1 =

we get on a pocket calculator that
1= 1.199 678 640.

Note that
1

2 _

~ 0.482770022 < 0,5,

SO

+oo
D AL =0.017229978 < A7

n=2
The norm of K is approximately

K| = A1 ~ 0.69482.

We have for any other eigenvalue A € R that A < 0, so u = is purely imaginary. ¢

1
VA
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Example 2.5 Let K € B(H), where H = L*([0,1]), be given by

1

Kfw) = [ ft)d.

1—x

1) Show that K is actually bounded.

2) Show that the kernel k(x,t) for K is Hermitian, and calculate

1 1
6 = [ [ Ikttt da.
0 0

3) Show that the kernel ky(z,t) for K? is min{z,t}.

4) Show that an eigenfunction for K is an eigenfunction for K2.
Now, let f denote an eigenfunction for K associated with the eigenvalue \. Calculate (K2f)//,
justify that it belongs to H and show that f is a solution to the equation

Nf'+ f=0.

5) Find all eigenvalues and associated eigenfunctions for K.

6) Determine || K]||.

1) Apply the Cauchy-Schwarz inequality in L?([1 — 2,1]) for f € H. This gives

1 1
<= | 1eraa

1
and we conclude that |K|| < —, thus K is bounded.

V2

2 1 1
1
do< [ (V- Iflay do =118 | wde = 50115

2) It follows from

2

1 1
Kf(z) = / Kot f0ydi= [ f(tydi = / Loy () £(0) .

1—z

that
B 1 forl—2z<t<1l, z€l0,1],
ke, t) =1p—(t) = { 0 otherwise.
Hence, k(z,t) =1, if and only if x +¢ > 1, x, t € [0, 1], and 0 otherwise, i.e. if and only if
(z,t) € B ={(x,t) € [0,1)* |z +t > 1},

so we get (cf. the figure)

k(x,t) =1p(x,t) = 15(t, z) = k(t,z),
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Figure 3: The domain B, where k(z,t) = 1, is the upper triangle.

which shows that the kernel is Hermitian.

Then we get

1 1 1 1
1
|\k||§:/ / |k(3:,t)|2dtda::/ / k(z,t) dt dz — area(B) = *,
0 0 0 0 2

possibly in the variant

|l<:||§/Ol/olk(z,t)dtdx/Ol(Kl)(a:)da:/01{/llxdt}dx/olxdx;.

The kernel for K2 is given by

ko(z,t) = /1 k(z,s)k(s,t)ds,
0

where the integrand is # 0, if and only if

1—-x<s<1 and 1-s<t<1.
This provides us with the bounds

11— <s<1 and 1-t<s< 1,
hence s <1 and

s> max{l —z,1 —t} =1 — min{x, t}.
Then by insertion

1 1
ko(z,t) = /0k(:c,s)k(s,t)ds:/1 k(z,s)k(s,t)ds

—min{z,t}

1
= / ds = min{z,t},
1

—min{z,t}
ie.

ka(x,t) = min{z, t}, (z,t) € [0,1]2.
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4) If Kf = X f, then of course
K*f =AKf = X*f,

so if f is an eigenfunction for K corresponding to the eigenvalue A, then f is an eigenfunction for
K? corresponding to the eigenvalue A\2.

We get, the kernel for K2 being ks,
1 T 1
K2f(x) = / min{z,t} f(t)dt = / tf(t)dt + x/ f(t)dt.
0 0 x
Obviously, K2f is differentiable in the weak sense, and we get
Y 1 1
(120 @) =2 @)+ [ fOdt -2 i) = [ f@a
x x
This shows that (K 2f )I also is weakly differentiable, so

(K%f)" (z) = — f(2).

EXPERIENCE THE POW

FULL ENGAGEMENT...

RUN FASTER.
RUN LONGER..
RUN EASIER...
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If f is an eigenvalue for K corresponding to the eigenvalue \, i.e. Kf = A f, then it follows from
the above that

(K2f) (2) = A f ()

and f is differentiable. It follows by induction that f is infinitely often differentiable, so we get
from the above that

N[ (@) = (K*f)" (2) = —f(a),
hence by a rearrangement,
(16) N*f"(z) + f(z) = 0.

Therefore, if f is an eigenfunction for K with eigenvalue A, then f must also fulfil (16). In
particular, A # 0, if f is an eigenfunction. It is well-known that the solutions of (16) are

f(z) =crexp (%x) + co exp (—% x) .

From K?f(0) = 0 = A\2f(0) follows that f(0) = 0, so we conclude that c¢; + co = 0. Putting
c

c = % we get ¢y = R and the only possibility of an eigenfunction is
i i

- £ o (1) e (1) e (2).

5) It remains to find the possible eigenvalues A.

1
Putc=1and a = X It follows from K f(x) = X f(x) that

f(z) =sin (;) =sin(az) = % Kf(z)=a- Ksin(a-)(x),

hence by insertion into the definition of K,

x

1
sin(ezx) = a/l_ sin(at) dt = [~ cos(at)]i_, = cos(a(l — z)) — cosa

= cosa-cosax + sina - sin ax — cos «,

SO

(1 —sina)sinax = cosa - (cosax — 1).

1
This equation is fulfilled for all z, if either @ = 0, which is not possible because o = v or if
cosa = 0 and sina = 1, hence

T
ap:§+2p7r, pEZ,

and we get
1 1 1 1
Mp=—=—""F"—=—" , € Z.
P, 5+2pm  m dp+1 b
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Then we derive the point spectrum and the continuous spectrum,

ap(K):{z- ! ’ pEZ} and  oo(K) = {0}

T 4dp+1

The eigenfunction corresponding to

2 1
Ap=—+—— Z
P 4p+ 1 P
is
fp(ac):sin((%—i—Zpﬂ')x), xe€l0,1; peZ.

2
6) The numerically largest eigenvalue is \y = — > 0, hence
™

2
1Kl = max{|Ap| [p € 2} = —

CHECK. As a check we use that we should have

1
5= k3 =32 Il

pEL
We get
4 72 1
)\ 2 = . = k2
%| p‘ 7.‘-2 Z 4p+ ﬂ-QZ 2p+1 71.2 ] 2 ” H27
p p=—

because it follows from

o +mi:{1+i+i+...}+§ f Z
6 — n?2 22 24 = (2p+1) 4n 2p+
4 OO
B §p§% 2p+1
that
= 1 2
pz;)(Zerl) )
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