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Spectral Theory

Spectral Theory refers to the study of eigenvalues and eigenvectors of a matrix. It is of
fundamental importance in many areas. Row operations will no longer be such a useful tool
in this subject.

7.1 Eigenvalues And Eigenvectors Of A Matrix

The field of scalars in spectral theory is best taken to equal C although I will sometimes
refer to it as F when it could be either C or R.

Definition 7.1.1 Let M be an n x n matriz and let x € C™ be a nonzero vector for which
Mx = Ax (7.1)

for some scalar, \. Then x is called an eigenvector and X is called an eigenvalue (charac-
teristic value) of the matriz M.

FEigenvectors are never equal to zero! ‘

The set of all eigenvalues of an n x n matriz M, is denoted by o (M) and is referred to as
the spectrum of M.

Eigenvectors are vectors which are shrunk, stretched or reflected upon multiplication by
a matrix. How can they be identified? Suppose x satisfies 7.1. Then

(M —M)x=0
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for some x # 0. Therefore, the matrix M — AI cannot have an inverse and so by Theorem
3.3.18
det (\I — M) = 0. (7.2)

In other words, A must be a zero of the characteristic polynomial. Since M is an n xn matrix,
it follows from the theorem on expanding a matrix by its cofactor that this is a polynomial
equation of degree m. As such, it has a solution, A € C. Is it actually an eigenvalue? The
answer is yes and this follows from Theorem 3.3.26 on Page 123. Since det (Al — M) =0
the matrix AI — M cannot be one to one and so there exists a nonzero vector, x such that
(M — M) x = 0. This proves the following corollary.

Corollary 7.1.2 Let M be an nxn matriz and det (M — XI) = 0. Then there exists x € C"
such that (M — X\)x = 0.

Spectral Theory
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As an example, consider the following.

Example 7.1.3 Find the eigenvalues and eigenvectors for the matriz

5 —-10 -5
A= 2 14 2
-4 -8 6

You first need to identify the eigenvalues. Recall this requires the solution of the equation

1 00 5 —10 -5
det |A[ O 1 0 | — 2 14 2 =0
0 01 -4 -8 6

When you expand this determinant, you find the equation is
(A —5) (A\* — 20\ +100) = 0

and so the eigenvalues are
5,10, 10.

I have listed 10 twice because it is a zero of multiplicity two due to
A? — 20\ + 100 = (A — 10)*.

Having found the eigenvalues, it only remains to find the eigenvectors. First find the
eigenvectors for A\ = 5. As explained above, this requires you to solve the equation,

1 00 5 —10 =5 x 0
5( 0 1 0 |- 2 14 2 y |=10
0 0 1 -4 -8 6 z 0
That is you need to find the solution to
0 10 5 x 0
-2 -9 =2 y |=10
4 8 -1 z 0

By now this is an old problem. You set up the augmented matrix and row reduce to get the
solution. Thus the matrix you must row reduce is

0 10 5 0

-2 -9 -2 0 ]. (7.3)
4 8 -1 0
The reduced row echelon form is
10 -2 0
01 3 o0
00 0 O

|

n
»—lw‘ | lon

Ju,

Download free eBooks at bookboon.com



where z € F. You would obtain the same collection of vectors if you replaced z with 4z.
Thus a simpler description for the solutions to this system of equations whose augmented
matrix is in 7.3 is

z| —2 (7.4)
4

where z € F. Now you need to remember that you can’t take z = 0 because this would
result in the zero vector and

Eigenvectors are never equal to zero!

Other than this value, every other choice of z in 7.4 results in an eigenvector. It is a good
idea to check your work! To do so, I will take the original matrix and multiply by this vector
and see if I get 5 times this vector.

5 —10 -5 ) 25 5
2 14 2 -2 | = -10 | =5 -2
-4 -8 6 4 20 4

so it appears this is correct. Always check your work on these problems if you care about
getting the answer right.

The variable, z is called a free variable or sometimes a parameter. The set of vectors in
7.4 is called the eigenspace and it equals ker (AI — A). You should observe that in this case
the eigenspace has dimension 1 because there is one vector which spans the eigenspace. In
general, you obtain the solution from the row echelon form and the number of different free
variables gives you the dimension of the eigenspace. Just remember that not every vector
in the eigenspace is an eigenvector. The vector, 0 is not an eigenvector although it is in the
eigenspace because

Eigenvectors are never equal to zero!

Next consider the eigenvectors for A = 10. These vectors are solutions to the equation,

1 00 5 —-10 -5 x 0
101 0 1 0 |- 2 14 2 y |=10
0 0 1 -4 -8 6 z 0
That is you must find the solutions to
5 10 5 x 0
-2 -4 =2 y |=10
4 8 4 z 0

which reduces to consideration of the augmented matrix

5 10 5 0
-2 -4 -2 0
4 8 4 0

The row reduced echelon form for this matrix is

1 210
0 0 0 O
0 0 0 0
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and so the eigenvectors are of the form

—2y—z -2 -1
Y =y 1 + z 0
z 0 1

You can’t pick z and y both equal to zero because this would result in the zero vector and

Eigenvectors are never equal to zero!

However, every other choice of z and y does result in an eigenvector for the eigenvalue

A = 10. As in the case for A = 5 you should check your work if you care about getting it
right.

5 —10 -5 -1 —10 -1
2 14 2 0 = 0 =10 0
-4 -8 6 1 10 1

so it worked. The other vector will also work. Check it.
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The above example shows how to find eigenvectors and eigenvalues algebraically. You
may have noticed it is a bit long. Sometimes students try to first row reduce the matrix
before looking for eigenvalues. This is a terrible idea because row operations destroy the
value of the eigenvalues. The eigenvalue problem is really not about row operations. A
general rule to remember about the eigenvalue problem is this.

If it is not long and hard it is usually wrong!

The eigenvalue problem is the hardest problem in algebra and people still do research on
ways to find eigenvalues. Now if you are so fortunate as to find the eigenvalues as in the
above example, then finding the eigenvectors does reduce to row operations and this part
of the problem is easy. However, finding the eigenvalues is anything but easy because for
an n X n matrix, it involves solving a polynomial equation of degree n and none of us are
very good at doing this. If you only find a good approximation to the eigenvalue, it won’t
work. It either is or is not an eigenvalue and if it is not, the only solution to the equation,
(M — M) x = 0 will be the zero solution as explained above and

Eigenvectors are never equal to zero!

Here is another example.

Example 7.1.4 Let

2 2 =2
A= 1 3 -1
-1 1 1
First find the eigenvalues.
1 00 2 2 =2
det |A[ O 1 0 |- 1 3 -1 =0
0 0 1 -1 1 1

This is A> — 6A% + 8\ = 0 and the solutions are 0, 2, and 4.

0 Can be an Eigenvalue!

Now find the eigenvectors. For A = 0 the augmented matrix for finding the solutions is

2 2 =20
1 3 -1 0
-1 1 1 0
and the row reduced echelon form is
1 0 -1 0
01 0 0
00 0 O

Therefore, the eigenvectors are of the form

where z # 0.

Download free eBooks at bookboon.com



Next find the eigenvectors for A = 2. The augmented matrix for the system of equations
needed to find these eigenvectors is

0 -2 2 0
-1 -1 1 0
1 -1 1 0
and the row reduced echelon form is
10 0 O
01 -1 0
00 0 O

and so the eigenvectors are of the form

where z # 0.
Finally find the eigenvectors for A = 4. The augmented matrix for the system of equations
needed to find these eigenvectors is

2 -2 20
-1 1 1 0
1 -1 3 0
and the row reduced echelon form is
1 -1 0 0
0 0 1 0
0 0 0 O

Therefore, the eigenvectors are of the form

1
yl| 1
where y # 0.
Example 7.1.5 Let
2 -2 -1
A= -2 -1 =2
14 25 14

Find the eigenvectors and eigenvalues.

In this case the eigenvalues are 3,6,6 where I have listed 6 twice because it is a zero of
algebraic multiplicity two, the characteristic equation being

(A—=3)(A—6)* =0.

It remains to find the eigenvectors for these eigenvalues. First consider the eigenvectors for
A = 3. You must solve

1 0 0 2 -2 -1 z 0
3f{o 10 |)—-| -2 -1 =2 y |=120
0 0 1 14 25 14 z 0
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Using routine row operations, the eigenvectors are nonzero vectors of the form

Next consider the eigenvectors for A = 6. This requires you to solve

fs) (D))

and using the usual procedures yields the eigenvectors for A = 6 are of the form

()

|00
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or written more simply,
-1

where z € F.

Note that in this example the eigenspace for the eigenvalue A\ = 6 is of dimension 1
because there is only one parameter which can be chosen. However, this eigenvalue is of
multiplicity two as a root to the characteristic equation.

Definition 7.1.6 If A is an n X n matrixz with the property that some eigenvalue has alge-
braic multiplicity as a root of the characteristic equation which is greater than the dimension
of the eigenspace associated with this eigenvalue, then the matriz is called defective.

There may be repeated roots to the characteristic equation, 7.2 and it is not known

whether the dimension of the eigenspace equals the multiplicity of the eigenvalue. However,
the following theorem is available.
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Theorem 7.1.7 Suppose Mv; = A\jvi, i =1,--- 7, v; #0, and that if i # j, then Ay # A;.
Then the set of eigenvectors, {vy,--+ ,v,.} is linearly independent.

Proof. Suppose the claim of the lemma is not true. Then there exists a subset of this
set of vectors

{le"' 7wr} g {Vlv"' ;Vk}

such that

Z CiW,; = 0 (75)
j=1
where each ¢; # 0. Say Mw; = p;w; where

{/'le"' 7/1’7"} g{>\17 7>\k}a

the u; being distinct eigenvalues of M. Out of all such subsets, let this one be such that r
is as small as possible. Then necessarily, » > 1 because otherwise, ¢c;w; = 0 which would
imply w; = 0, which is not allowed for eigenvectors.

Now apply M to both sides of 7.5.

T
chujwj =0. (7.6)
j=1

Next pick p;, # 0 and multiply both sides of 7.5 by ;. Such a p; exists because r > 1.
Thus

ZCijWj =0 (7.7)
j=1

Subtract the sum in 7.7 from the sum in 7.6 to obtain

T

ch (e — ;) wj =0

j=1

Now one of the constants c; (uk — ,uj) equals 0, when j = k. Therefore, » was not as small
as possible after all. l

In words, this theorem says that eigenvectors associated with distinct eigenvalues are
linearly independent.

Sometimes you have to consider eigenvalues which are complex numbers. This occurs in
differential equations for example. You do these problems exactly the same way as you do
the ones in which the eigenvalues are real. Here is an example.

Example 7.1.8 Find the eigenvalues and eigenvectors of the matrix

1 0 0
A=10 2 -1
0 1 2
You need to find the eigenvalues. Solve
1 00 1 0 0
det |A[ O 1 0 ]—-| 0 2 -1 =0.
0 0 1 01 2

This reduces to (A — 1) (A\> — 4A + 5) = 0. The solutions are A = 1, A =2 +i, A =2 —i.
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There is nothing new about finding the eigenvectors for A = 1 so consider the eigenvalue
A =2+ 1. You need to solve

100 10 0 x 0
@+l 01 0|=-(02 -1 y | =10
00 1 01 2 z 0

In other words, you must consider the augmented matrix

142 0 0 0
0 10
0 -1 4 0

for the solution. Divide the top row by (1 +¢) and then take —i times the second row and
add to the bottom. This yields

1
0
0

O = O
O = O
o O O

Now multiply the second row by —¢ to obtain

10 0 O
01 — O
00 0 O
Therefore, the eigenvectors are of the form
0
z| ¢
1

As usual, if you want to get it right you had better check it.

10 0 0 0 0
02 -1 —i | = -1-2i |=@-9)| —i
01 2 1 2—i 1

so it worked.

7.2 Some Applications Of Eigenvalues And Eigenvec-
tors

Recall that n X n matrices can be considered as linear transformations. If F'is a 3 x 3 real
matrix having positive determinant, it can be shown that F = RU where R is a rotation
matrix and U is a symmetric real matrix having positive eigenvalues. An application of
this wonderful result, known to mathematicians as the right polar decomposition, is to
continuum mechanics where a chunk of material is identified with a set of points in three
dimensional space.
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The linear transformation, F' in this context is called the deformation gradient and
it describes the local deformation of the material. Thus it is possible to consider this
deformation in terms of two processes, one which distorts the material and the other which
just rotates it. It is the matrix U which is responsible for stretching and compressing. This
is why in continuum mechanics, the stress is often taken to depend on U which is known in
this context as the right Cauchy Green strain tensor. This process of writing a matrix as a
product of two such matrices, one of which preserves distance and the other which distorts
is also important in applications to geometric measure theory an interesting field of study
in mathematics and to the study of quadratic forms which occur in many applications such
as statistics. Here I am emphasizing the application to mechanics in which the eigenvectors
of U determine the principle directions, those directions in which the material is stretched
or compressed to the maximum extent.

Example 7.2.1 Find the principle directions determined by the matriz

29 6 6
KGR |
KGR I
11 44 44

The eigenvalues are 3,1, and %

It is nice to be given the eigenvalues. The largest eigenvalue is 3 which means that in
the direction determined by the eigenvector associated with 3 the stretch is three times as
large. The smallest eigenvalue is 1/2 and so in the direction determined by the eigenvector
for 1/2 the material is compressed, becoming locally half as long. It remains to find these
directions. First consider the eigenvector for 3. It is necessary to solve

29 6 6
sfovo) (2T BN(,)-(0
0 0 1 %%% z 0

Thus the augmented matrix for this system of equations is

4 _6 _56

ST E T

S R
11 44 44

Download free eBooks at bookboon.com



Linear Algebra Il Spectral Theory
and Abstract Vector Spaces Spectral Theory

10 -3 0
01 -1 0
00 0 O

and so the principle direction for the eigenvalue 3 in which the material is stretched to the

maximum extent is
3
1 .
1

3/V11
( 1/V/11 ) .
1/V/11

You should show that the direction in which the material is compressed the most is in the

The row reduced echelon form is

A direction vector in this direction is
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direction

0
~1/V2
1/v2

Note this is meaningful information which you would have a hard time finding without
the theory of eigenvectors and eigenvalues.

Another application is to the problem of finding solutions to systems of differential
equations. It turns out that vibrating systems involving masses and springs can be studied
in the form

x" = Ax (7.8)

where A is a real symmetric n X n matrix which has nonpositive eigenvalues. This is
analogous to the case of the scalar equation for undamped oscillation, =" 4+ w?z = 0. The
main difference is that here the scalar w? is replaced with the matrix —A. Consider the
problem of finding solutions to 7.8. You look for a solution which is in the form

x (t) = ve (7.9)
and substitute this into 7.8. Thus
X// _ V)\QGM — GMAV

and so
Av = Av.

Therefore, A? needs to be an eigenvalue of A and v needs to be an eigenvector. Since A
has nonpositive eigenvalues, A = —a2 and so A = +ia where —a? is an eigenvalue of A.
Corresponding to this you obtain solutions of the form

x (t) = vcos (at) , vsin (at) .

Note these solutions oscillate because of the cos (at) and sin (at) in the solutions. Here is
an example.

Example 7.2.2 Find oscillatory solutions to the system of differential equations, x”" = Ax
where

-5 _1 _1
PN B
- fIi 6 6
1 5 _13

3 6 6

The eigenvalues are —1,—2, and —3.

According to the above, you can find solutions by looking for the eigenvectors. Consider
the eigenvectors for —3. The augmented matrix for finding the eigenvectors is

4 1 1
-z = = 0
I
5 6 6 0
and its row echelon form is
1 0 0 O
01 1 0
0 0 0O
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Therefore, the eigenvectors are of the form

It follows

’ ) [ 5 ) (v
—11 cos( 315)7 —11 Sln( 3t)

are both solutions to the system of differential equations. You can find other oscillatory
solutions in the same way by considering the other eigenvalues. You might try checking
these answers to verify they work.

This is just a special case of a procedure used in differential equations to obtain closed
form solutions to systems of differential equations using linear algebra. The overall philos-
ophy is to take one of the easiest problems in analysis and change it into the eigenvalue
problem which is the most difficult problem in algebra. However, when it works, it gives
precise solutions in terms of known functions.

7.3 Exercises

1.

If A is the matrix of a linear transformation which rotates all vectors in R? through
30°, explain why A cannot have any real eigenvalues.

If A is an n x n matrix and c¢ is a nonzero constant, compare the eigenvalues of A and
cA.

If A is an invertible n x n matrix, compare the eigenvalues of A and A~'. More
generally, for m an arbitrary integer, compare the eigenvalues of A and A™.

Let A, B be invertible n x n matrices which commute. That is, AB = BA. Suppose
X is an eigenvector of B. Show that then Ax must also be an eigenvector for B.

Suppose A is an n X n matrix and it satisfies A™ = A for some m a positive integer
larger than 1. Show that if A is an eigenvalue of A then || equals either 0 or 1.

Show that if Ax = Ax and Ay = Ay, then whenever a, b are scalars,
A(ax +by) = X (ax + by) .

Does this imply that ax + by is an eigenvector? Explain.

-1 -1 7
Find the eigenvalues and eigenvectors of the matrix —1 0 4 |. Determine
-1 -1 5
whether the matrix is defective.
-3 -7 19
Find the eigenvalues and eigenvectors of the matrix -2 -1 8 .Determine
-2 -3 10
whether the matrix is defective.
-7 =12 30
Find the eigenvalues and eigenvectors of the matrix | —3 =7 15
-3 -6 14
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7T -2 0
10. Find the eigenvalues and eigenvectors of the matrix 8 —1 0 |]. Determine
-2 4 6
whether the matrix is defective.
3 -2 -1
11. Find the eigenvalues and eigenvectors of the matrix [ 0 5 1
0 2
—23
12. Find the eigenvalues and eigenvectors of the matrix —16 |. Determine
—12
whether the matrix is defective.
2
13. Find the eigenvalues and eigenvectors of the matrix 12 3 —10 . Determine
12 4 -11

whether the matrix is defective.

In the past four years we have drilled

39,000 km

That's more than twice around the world.

Who are we?

We are the world's largest oilfield services company'.

Working globally—often in remote and challenging locations—
we invent, design, engineer, and apply technology to help our
customers find and produce oil and gas safely.

Who are we looking for?
Every year, we need thousands of graduates to begin
dynamic careers in the following domains:

‘ ‘ m Geoscience and Petrotechnical

m Commercial and Business

What will you be?

ai careers.slb.com Schiumberger
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14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

20 9 -18
Find the eigenvalues and eigenvectors of the matrix 6 5 —6
30 14 =27

. Determine

whether the matrix is defective.

-9 —-18 9
whether the matrix is defective.
3 -1 -2
Find the eigenvalues and eigenvectors of the matrix 1 3 -9
8§ 0 —6

. Determine

1 26 -17
Find the eigenvalues and eigenvectors of the matrix 4 -4 4 ) . Determine

whether the matrix is defective.

-2 1 2
Find the eigenvalues and eigenvectors of the matrix —11 -2 9 | . Determine
-8 0 7
whether the matrix is defective.
2 1 -1
Find the eigenvalues and eigenvectors of the matrix [ 2 3 —2 | .Determine whether
2 2 -1
the matrix is defective.
4 -2 =2
Find the complex eigenvalues and eigenvectors of the matrix | 0 2 -2
2 0 2
9 6 -3
Find the eigenvalues and eigenvectors of the matrix 0 6 0 . Determine
-3 -6 9
whether the matrix is defective.
4 -2 =2
Find the complex eigenvalues and eigenvectors of the matrix | 0 2 —2 |. De-
2 0 2
termine whether the matrix is defective.
-4 2 0
Find the complex eigenvalues and eigenvectors of the matrix 2 -4 0
-2 2 =2
Determine whether the matrix is defective.
1 1 -6
Find the complex eigenvalues and eigenvectors of the matrix 7 -5 —6
-1 7 2
Determine whether the matrix is defective.
4 20
Find the complex eigenvalues and eigenvectors of the matrix [ —2 4 0 | . Deter-
-2 2 6

mine whether the matrix is defective.

Here is a matrix.

o O O
SO+ Q
O NSO
N o OO
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26.

27.

28.

29.

30.
31.
32.

Find values of a, b, ¢ for which the matrix is defective and values of a, b, ¢ for which it
is nondefective.

Here is a matrix.
a 1 0
0 b 1
0 0 ¢

where a, b, ¢ are numbers. Show this is sometimes defective depending on the choice
of a,b,c. What is an easy case which will ensure it is not defective?

Suppose A is an n X n matrix consisting entirely of real entries but a + b is a complex
eigenvalue having the eigenvector, x + iy. Here x and y are real vectors. Show that
then a — b is also an eigenvalue with the eigenvector, x — ¢y. Hint: You should
remember that the conjugate of a product of complex numbers equals the product of
the conjugates. Here a + ib is a complex number whose conjugate equals a — 3b.

Recall an n x n matrix is said to be symmetric if it has all real entries and if A = AT
Show the eigenvalues of a real symmetric matrix are real and for each eigenvalue, it
has a real eigenvector.

Recall an n x n matrix is said to be skew symmetric if it has all real entries and if
A = — AT Show that any nonzero eigenvalues must be of the form ib where i = —1.
In words, the eigenvalues are either 0 or pure imaginary.

Is it possible for a nonzero matrix to have only 0 as an eigenvalue?
Show that the eigenvalues and eigenvectors of a real matrix occur in conjugate pairs.

Suppose A is an n X n matrix having all real eigenvalues which are distinct. Show
there exists S such that S™'AS = D, a diagonal matrix. If

A1 0
D= .
0 An
define e” by
eM 0
el =
0 etn
and define

e = SeP st

Next show that if A is as just described, so is tA where t is a real number and the
eigenvalues of At are t\. If you differentiate a matrix of functions entry by entry so
that for the ij*" entry of A’ (t) you get aj; (t) where a;; (t) is the ij*" entry of A(t),
show J

At _ 4, At
T (e ) = Ae
Next show det (eAt) = 0. This is called the matrix exponential. Note I have only
defined it for the case where the eigenvalues of A are real, but the same procedure will
work even for complex eigenvalues. All you have to do is to define what is meant by
ea—i—ib'
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N
N
D=

—

33. Find the principle directions determined by the matrix . The

| Hl" |
|
ol

ol | ol
o
0

wl

eigenvalues are %, 1, and % listed according to multiplicity.

34. Find the principle directions determined by the matrix

5 1 1
3 3
—% % é The eigenvalues are 1,2, and 1. What is the physical interpreta-
\ "3 6 6 .
tion of the repeated eigenvalue?

35. Find oscillatory solutions to the system of differential equations, x”” = Ax where A =

-3 -1 -1
-1 -2 0 The eigenvalues are —1, —4, and —2.
-1 0 =2

36. Let A and B be n x n matrices and let the columns of B be

b17 e 7bn
and the rows of A are

al,... al.
Show the columns of AB are

Ab; --- Ab,

and the rows of AB are

alB.---alB.

American online
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enroll by September 30th, 2014 and
save up to 16% on the tuition!
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37. Let M be an n x n matrix. Then define the adjoint of M, denoted by M* to be the

38.

39.

transpose of the conjugate of M. For example,

2 i\ _ [ 2 1—i
1+i 3 ) ~\ =i 3 )

A matrix M, is self adjoint if M* = M. Show the eigenvalues of a self adjoint matrix
are all real.

Let M be an n X n matrix and suppose X1, -+ ,X, are n eigenvectors which form a
linearly independent set. Form the matrix S by making the columns these vectors.
Show that S~! exists and that S~*MS is a diagonal matrix (one having zeros every-
where except on the main diagonal) having the eigenvalues of M on the main diagonal.
When this can be done the matrix is said to be diagonalizable.

Show that a n x n matrix M is diagonalizable if and only if F™ has a basis of eigenvec-
tors. Hint: The first part is done in Problem 38. It only remains to show that if the
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40.

41.

42.

43.

44.

matrix can be diagonalized by some matrix S giving D = S~'MS for D a diagonal
matrix, then it has a basis of eigenvectors. Try using the columns of the matrix S.

Let
1 2 2
A= 3 4 0
3
and let
0 1
B— 1 1

Multiply AB verifying the block multiplication formula. Here A1, = ( ; i ) yA19 =

(g)’Am:(O 1) and Ay = (3).

Suppose A, B are n x n matrices and \ is a nonzero eigenvalue of AB. Show that then
it is also an eigenvalue of BA. Hint: Use the definition of what it means for A to be
an eigenvalue. That is,

ABx = \x

where x # 0. Maybe you should multiply both sides by B.

Using the above problem show that if A, B are n x n matrices, it is not possible that
AB — BA = al for any a # 0. Hint: First show that if A is a matrix, then the
eigenvalues of A — al are A — a where )\ is an eigenvalue of A.

Consider the following matrix.

o --- 0 —ap

1 0 —a
C pr—

0 1 —Qp—1

Show det (Al — C) =ag+Aay+--- @n_1 A"t 4+ A", This matrix is called a companion
matrix for the given polynomial.

A discreet dynamical system is of the form
x(k+1)=Ax(k), x(0) = xq
where A is an n x n matrix and x (k) is a vector in R™. Show first that
x (k) = AFxq

for all £k > 1. If A is nondefective so that it has a basis of eigenvectors, {vy,---,v,}
where
AVj = )\jvj

you can write the initial condition x( in a unique way as a linear combination of these

eigenvectors. Thus
n
Xo = E a;v;
Jj=1
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Now explain why
x (k) = ZajAkvj = Z aj)\fvj
j=1 j=1

which gives a formula for x (k) , the solution of the dynamical system.

45. Suppose A is an n X n matrix and let v be an eigenvector such that Av = Av. Also
suppose the characteristic polynomial of A is

det (A — A) = N" 4+ ap A" P+ + a1 )+ ag

Explain why
(A”—kan,lA"*l +~-+a1A—|—aOI)V: 0

If A is nondefective, give a very easy proof of the Cayley Hamilton theorem based on
this. Recall this theorem says A satisfies its characteristic equation,

An + an,lA"_l + -4 alA + 0,0.[ = 0

46. Suppose an n x n nondefective matrix A has only 1 and —1 as eigenvalues. Find A'2.

47. Suppose the characteristic polynomial of an n x n matrix A is 1 —\". Find A™" where
m is an integer. Hint: Note first that A is nondefective. Why?

48. Sometimes sequences come in terms of a recursion formula. An example is the Fi-
bonacci sequence.
xo=1=m1, Tpt1=Tn + Tn1

Show this can be considered as a discreet dynamical system as follows.
Cer)=Goa) G ) () =(0)
Ty 1 0 Tp—1 ’ o 1
Now use the technique of Problem 44 to find a formula for z,,.
49. Let A be an n x n matrix having characteristic polynomial
det (A — A) = N" 4+ ap A" L+ +ay X+ ag
Show that ag = (—1)" det (A).

7.4 Schur’s Theorem

Every matrix is related to an upper triangular matrix in a particularly significant way. This
is Schur’s theorem and it is the most important theorem in the spectral theory of matrices.

Lemma 7.4.1 Let {x1, -+ ,X,} be a basis for F". Then there exists an orthonormal ba-
sis for ™, {uy,--- ,u,} which has the property that for each k < n, span(xy,--- ,Xg) =
span (uy, - ,u).

Proof: Let {xi,---,x,} be a basis for F". Let uy = x1/|x1|. Thus for k = 1,
span (u;) = span (x1) and {u; } is an orthonormal set. Now suppose for some k < n, uy, ---,
u;, have been chosen such that (u;-u;) = 6;; and span (x1,--- ,X;) = span (ug, -, ug).
Then define

k
Xpa1 — 9 onq (Xpa1 - 1j) 0y
Uyl = i jm (Kke1 - 05) , (7.10)

k
Xpt1 = Do (Xe1 - uj) uy
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where the denominator is not equal to zero because the x; form a basis and so

Xk4+1 ¢ span (X1, -+ ,Xg) = span (ug, -+ ,ug)

Thus by induction,

Uj41 € span (uy, -+ , Uk, Xk41) = Span (X1, -+, Xj, Xg+1) -
Also, xgy1 € span(ug,--- ,ug, ugy1) which is seen easily by solving 7.10 for x41 and it
follows

Span (Xla U 7Xk:axki+1) = Span (ula s, Uk, uk-‘rl) .
Ifl <k,
k
(Wepr-w) = C [ (Kegr-w) = D (XKpg1 - u;w) | =
Jj=1
k
C | (%41 -w) Z (%41 -15) 015 | = C (Kpeg1 - W) — (Xg41 - wg)) = 0.
j=1

The vectors, {u; }?:1 , generated in this way are therefore an orthonormal basis because
each vector has unit length. W

The process by which these vectors were generated is called the Gram Schmidt process.
Here is a fundamental definition.

Definition 7.4.2 An n xn matriz U, is unitary if UU* = I = U*U where U* is defined to
be the transpose of the conjugate of U.

Proposition 7.4.3 Annxn matriz is unitary if and only if the columns are an orthonormal
set.

Proof: This follows right away from the way we multiply matrices. If U is an n X n
complex matrix, then

(UU0);; = uju; = (u;,u5)

and the matrix is unitary if and only if this equals d;; if and only if the columns are
orthonormal. W

Theorem 7.4.4 Let A be an n x n matrixz. Then there exists a unitary matriz U such that
U*AU =T, (7.11)

where T is an upper triangular matriz having the eigenvalues of A on the main diagonal
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listed according to multiplicity as roots of the characteristic equation.

Proof: The theorem is clearly true if A is a 1 x 1 matrix. Just let U = 1 the 1 x 1
matrix which has 1 down the main diagonal and zeros elsewhere. Suppose it is true for
(n —1) x (n — 1) matrices and let A be an n x n matrix. Then let v; be a unit eigenvector
for A . Then there exists A; such that

AV1 = )\1V1, ‘V1| =1.

Extend {v;1} to a basis and then use Lemma 7.4.1 to obtain {vy,---,v,}, an orthonormal
basis in F™. Let Uy be a matrix whose i*" column is v;. Then from the above, it follows Uy
is unitary. Then Ug AUy is of the form

sessssrssrssssessansanerrsrsarsansanesrnerrarsarsassansenessassassssssessfilCate]-Lucent @
www.alcatel-lucent.com/careers

"'

&

One generation’s transformation is the next’s status quo.

In the near future, pecple may soon think it's strange that
devices ever had to be “plugged in.” To obtain that status, there
needs to be “The Shift".

N
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where A; is an n — 1 x n — 1 matrix. Now by induction there exists an (n — 1) x (n — 1)

unitary matrix (71 such that _ _
UrA Uy =T, 1,

an upper triangular matrix. Consider

1 0
U, = ~
' ( 0 Uy )
This is a unitary matrix and

[ 1 0 A1 * 1 0 A1 * .
st = (o g ) (5 5 ) (o 6 )=(5 ol ) =7
where T is upper triangular. Then let U = UyU;. Since (UgUy)* = U;U§, it follows A
is similar to T and that UyU; is unitary. Hence A and T have the same characteristic
polynomials and since the eigenvalues of T are the diagonal entries listed according to

algebraic multiplicity, B
As a simple consequence of the above theorem, here is an interesting lemma.

Lemma 7.4.5 Let A be of the form

P o %
0o --- P,

where Py, is an my, X my matriz. Then

det (A) = [ ] det (Px).
k

Also, the eigenvalues of A consist of the union of the eigenvalues of the P;j.
Proof: Let Ux be an my X my unitary matrix such that
UpPU, =Ty

where T}, is upper triangular. Then it follows that for

U - 0 ugr - 0
U= oo , Ur = : o
0 - U, 0o --- U
and also
U; 0 P % U - 0 T, - %
0o --- U: 0o --- P, 0 - U, 0 - T,

Therefore, since the determinant of an upper triangular matrix is the product of the diagonal
entries,

det (A) = Hdet (Ty) = Hdet (Pg) -
k k

From the above formula, the eigenvalues of A consist of the eigenvalues of the upper trian-
gular matrices Ty, and each T} has the same eigenvalues as P,. B
What if A is a real matrix and you only want to consider real unitary matrices?
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Theorem 7.4.6 Let A be a real n x n matriz. Then there exists a real unitary matriz Q

and a matrix T of the form
Pk

T= T (7.12)

0 P.
where P; equals either a real 1 X 1 matriz or P; equals a real 2 X 2 matrix having as its
eigenvalues a conjugate pair of eigenvalues of A such that QTAQ = T. The matriz T is

called the real Schur form of the matriz A. Recall that a real unitary matrixz is also called
an orthogonal matrix.

Proof: Suppose
AVl = )\1V1, ‘V1| =1

where \; is real. Then let {vy,---,v,} be an orthonormal basis of vectors in R™. Let Qq
be a matrix whose 7" column is v;. Then Q§AQy is of the form

Al * e *
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where A is a real n — 1 X n — 1 matrix. This is just like the proof of Theorem 7.4.4 up to

this point.

Now consider the case where Ay = « + i8 where 8 # 0. It follows since A is real that
v = z1 + tw; and that vi = z; — iwy is an eigenvector for the eigenvalue a — i3. Here
z1 and w; are real vectors. Since v; and v; are eigenvectors corresponding to distinct
eigenvalues, they form a linearly independent set. From this it follows that {z;,w;} is an
independent set of vectors in C", hence in R™. Indeed,{vy,¥;} is an independent set and
also span (v1,Vy) = span (21, wy) . Now using the Gram Schmidt theorem in R™, there exists
{u1,uz}, an orthonormal set of real vectors such that span (u;,uz) = span(vy,vy). For
example,

71 * wi — (W1 -z1) 7

111=Z1/|Z1|,112= 2
|1 |" Wy — (W1 - 21) 2

Let {uj,ua, - ,u,} be an orthonormal basis in R™ and let Qg be a unitary matrix whose
ith column is u; so @ is a real orthogonal matrix. Then Au; are both in span (u;,us) for

/
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j=1,2 and so u{Auj = 0 whenever k > 3. It follows that Q5AQo is of the form

* * *
* *
* _ 0 _ Pl *
QOAQO - ' - ( 0 Al )
. Al
0

where A; is now an n — 2 x n — 2 matrix and P} is a 2 x 2 matrix. Now this is similar to A
and so two of its eigenvalues are o + i3 and o — if3.

Now find 7 an n — 2 X n — 2 matrix to put A; in an appropriate form as above and
come up with Ay either an n — 4 X n — 4 matrix or an n — 3 X n — 3 matrix. Then the only

other difference is to let
0

1 0 0 ---
6010 - 0
Q=070

o Q1
0 0
thus putting a 2 x 2 identity matrix in the upper left corner rather than a one. Repeating this
process with the above modification for the case of a complex eigenvalue leads eventually
to 7.12 where @ is the product of real unitary matrices @); above. When the block P; is
2 x 2, its eigenvalues are a conjugate pair of eigenvalues of A and if it is 1 x 1 it is a real
eigenvalue of A.
Here is why this last claim is true
AIl — P1 e *

M-—-T= . :
0 A, — P,
where [} is the 2 x 2 identity matrix in the case that Py is 2 x 2 and is the number 1 in the
case where Py is a 1 x 1 matrix. Now by Lemma 7.4.5,

det (AT = T) = ] det (\x — Py).
k=1

Therefore, A is an eigenvalue of T if and only if it is an eigenvalue of some Py. This proves
the theorem since the eigenvalues of T' are the same as those of A including multiplicity
because they have the same characteristic polynomial due to the similarity of A and 7. B

Corollary 7.4.7 Let A be a real n X n matriz having only real eigenvalues. Then there
exists a real orthogonal matriz Q and an upper triangular matriz T such that

QTAQ =T
and furthermore, if the eigenvalues of A are listed in decreasing order,
A2 A= 2 Ay

Q@ can be chosen such that T is of the form

Al * e *
0 X
0 0 X\,
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Proof: Most of this follows right away from Theorem 7.4.6. It remains to verify the
claim that the diagonal entries can be arranged in the desired order. However, this follows
from a simple modification of the above argument. When you find vy the eigenvalue of Aq,
just be sure A1 is chosen to be the largest eigenvalue. Then in the rest of the argument,
always choose the largest eigenvalue at each step of the construction. B

Of course there is a similar conclusion which can be proved exactly the same way in the
case where A has complex eigenvalues.

Corollary 7.4.8 Let A be a real n x n matriz. Then there exists a real orthogonal matriz
Q and an upper triangular matriz T such that

P %
QTAQ=T = L
0 P,

where P; equals either a real 1 X 1 matrix or P; equals a real 2 X 2 matrix having as its

eigenvalues a conjugate pair of eigenvalues of A. If Py corresponds to the two eigenvalues
ap t£if, =0 (Py), Q can be chosen such that

lo (P)] > |o(P)| >

o (Pu) = \/ o + B,

The blocks, Py can be arranged in any other order also.

where

Definition 7.4.9 When a linear transformation A, mapping a linear space V to V has a
basis of eigenvectors, the linear transformation is called non defective. Otherwise it is called
defective. Ann xn matriz A, is called normal if AA* = A*A. An important class of normal
matrices is that of the Hermitian or self adjoint matrices. An n X n matriz A is self adjoint
or Hermitian if A = A*.

You can check that an example of a normal matrix which is neither symmetric nor
e ] —(14+14)v2
Hermitian is ( (1 _6;)\& ( ngz)\f

The next lemma is the basis for concluding that every normal matrix is unitarily similar

to a diagonal matrix.
Lemma 7.4.10 If T is upper triangular and normal, then T is a diagonal matriz.

Proof:This is obviously true if T'is 1 x 1. In fact, it can’t help being diagonal in this
case. Suppose then that the lemma is true for (n — 1) x (n — 1) matrices and let 7' be an
upper triangular normal n x n matrix. Thus T is of the form

_( tn a* . [ tn 0T
(% %) r-( %)

T - t17 a* ti; 0T _ lti|* +a*a a*T;
0 1T a 1T7 Tia TlTl*

T — tii 07 tinoa® ) _ lt11)? ta*
a 0 T at;; aa* + 17T

Then
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Since these two matrices are equal, it follows a = 0. But now it follows that 171 = 1115
and so by induction 7 is a diagonal matrix D;. Therefore,

_( tin 0T
= ( 0 D
a diagonal matrix.

Now here is a proof which doesn’t involve block multiplication. Since T is normal,
T*T = TT*. Writing this in terms of components and using the description of the adjoint
as the transpose of the conjugate, yields the following for the ik!" entry of T*T = TT*.

TT* T
D tigthe =D ity = D titin =) Tt
J J J J
Now use the fact that T is upper triangular and let i = k = 1 to obtain the following from

the above.
2 2 2
D It =Y 1t = [t
J J

You see, ;1 = 0 unless j = 1 due to the assumption that T is upper triangular. This shows
T is of the form

* 0
0 = *
0 0 %

Now do the same thing only this time take ¢ = k = 2 and use the result just established.
Thus, from the above,
D ol = [tal* = [taaf®,
J J

showing that ¢o; = 0 if j > 2 which means 7" has the form

* 0 0 -+ 0
0 x 0 0
0 0 = *
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Next let ¢ = k = 3 and obtain that T looks like a diagonal matrix in so far as the first 3
rows and columns are concerned. Continuing in this way, it follows T is a diagonal matrix.
|

Theorem 7.4.11 Let A be a normal matriz. Then there exists a unitary matrix U such
that U* AU 1is a diagonal matrix.

Proof: From Theorem 7.4.4 there exists a unitary matrix U such that U* AU equals
an upper triangular matrix. The theorem is now proved if it is shown that the property of
being normal is preserved under unitary similarity transformations. That is, verify that if
A is normal and if B = U* AU, then B is also normal. But this is easy.

B*B = UA*UU*AU =U*A*AU
= U*AA'U =U*AUU*A*U = BB".

Therefore, U* AU is a normal and upper triangular matrix and by Lemma 7.4.10 it must be
a diagonal matrix. B The converse is also true. See Problem 9 below.

o
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Corollary 7.4.12 If A is Hermitian, then all the eigenvalues of A are real and there exists
an orthonormal basis of eigenvectors.

Proof: Since A is normal, there exists unitary, U such that U*AU = D, a diagonal
matrix whose diagonal entries are the eigenvalues of A. Therefore, D* = U*A*U = U*AU =
D showing D is real.

Finally, let

U:(u1 u; - un)

where the u; denote the columns of U and

A1 0
D = ..
0 An
The equation, U* AU = D implies
AU = (Au1 Auy - Aun)
= UD= ( /\1u1 )\2112 s )\nun )

where the entries denote the columns of AU and UD respectively. Therefore, Au; = \;u;
and since the matrix is unitary, the ij?" entry of U*U equals d;; and so

— * P . .
0;j = uju; = uy - u,.

This proves the corollary because it shows the vectors {u;} are orthonormal. Therefore,
they form a basis because every orthonormal set of vectors is linearly independent. B

Corollary 7.4.13 If A is a real symmetric matriz, then A is Hermitian and there exists a
real unitary matriz U such that UT AU = D where D is a diagonal matriz whose diagonal
entries are the eigenvalues of A. By arranging the columns of U the diagonal entries of D
can be made to appear in any order.

Proof: This follows from Theorem 7.4.6 and Corollary 7.4.12. Let
U= ( u - u, )
Then AU =UD so
AU = ( Au; -+ Au, ): ( u - u, )D: ( Aug 0 Apug )

Hence each column of U is an eigenvector of A. It follows that by rearranging these columns,
the entries of D on the main diagonal can be made to appear in any order. To see this,
consider such a rearrangement resulting in an orthogonal matrix U’ given by

U/ = ( uil e uin )
Then
U/TAU/ = U/T ( Auil s Auin )
112»]; )\Z‘l 0
= ( )\iluil e )\inuin ) = t. . .
ua 0 )‘in
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7.5 Trace And Determinant

The determinant has already been discussed. It is also clear that if A = S~'BS so that
A, B are similar, then

det (4) = det (S™")det (S)det (B) = det (S~'5) det (B)
= det (I)det (B) = det (B)

The trace is defined in the following definition.

Definition 7.5.1 Let A be an n x n matriz whose ij'" entry is denoted as ai;. Then
trace (A) = Z Qi
i

In other words it is the sum of the entries down the main diagonal.
Theorem 7.5.2 Let A be an m X n matriz and let B be an n X m matriz. Then
trace (AB) = trace (BA) .
Also if B= S"YAS so that A, B are similar, then
trace (4) = trace (B) .
Proof:
trace (AB) = Z <Z AikB;ﬂ) = Z Z By A, = trace (BA)
i k ki
Therefore,
trace (B) = trace (S™'AS) = trace (ASS™') = trace (A). B

Theorem 7.5.3 Let A be an nxn matriz. Then trace (A) equals the sum of the eigenvalues
of A and det (A) equals the product of the eigenvalues of A.

This is proved using Schur’s theorem and is in Problem 17 below. Another important
property of the trace is in the following theorem.

7.6 Quadratic Forms

Definition 7.6.1 A quadratic form in three dimensions is an expression of the form
x
( T Yy z )A Y (7.13)

z

where A is a 3 x 3 symmetric matriz. In higher dimensions the idea is the same except you
use a larger symmetric matriz in place of A. In two dimensions A is a 2 X 2 matriz.
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For example, consider

3 -4 1
(3: Y z) -4 0 -4
1 -4 3

Spectral Theory

y (7.14)

which equals 322 — 8zy + 22z — 8yz + 322. This is very awkward because of the mixed terms
such as —8zy. The idea is to pick different axes such that if z,y, z are taken with respect
to these axes, the quadratic form is much simpler. In other words, look for new variables,

Z',y', and 2z’ and a unitary matrix U such that

X X
Ul v | =1y
2 z

(7.15)

and if you write the quadratic form in terms of the primed variables, there will be no mixed
terms. Any symmetric real matrix is Hermitian and is therefore normal. From Corollary
7.4.13, it follows there exists a real unitary matrix U, (an orthogonal matrix) such that
UT AU = D a diagonal matrix. Thus in the quadratic form, 7.13

T

y =
z

(x Y z)A

(:L’/ y/ P )UTAU y/

-
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and in terms of these new variables, the quadratic form becomes
(@) 422 (8) + X (1)

where D = diag (A1, A2, A3) . Similar considerations apply equally well in any other dimen-
sion. For the given example,

-2 0 L2 3 4 1
Vo ave dve |0
Ve e s /N0 =
1 1 1
NG -5 |=10 —40
I e 0 0 8
V2 V6 VB
45
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and so if the new variables are given by

SIS S e ,
V2 6 V3 € r
0 2 1 / _
NG /3 Y y 1>
B L Z z
V2 Ve V3

it follows that in terms of the new variables the quadratic form is 2 (z/)> — 4 (y)* + 8 (2/)*.
You can work other examples the same way.

7.7 Second Derivative Test

Under certain conditions the mixed partial derivatives will always be equal. This aston-
ishing fact was first observed by Euler around 1734. It is also called Clairaut’s theorem.

Theorem 7.7.1 Suppose f:U C F? — R where U is an open set on which f,, fy> fay and
fyz exist. Then if fzy and fy, are continuous at the point (x,y) € U, it follows

foy (2,9) = fya (2,9).

Proof: Since U is open, there exists r > 0 such that B ((z,y),r) C U. Now let [¢],|s| <
r/2,t, s real numbers and consider

h(t) R(0)

As,t) = é{f (z+ty+s)—fr+ty) - (f(e,y+s)—f(zy)} (7.16)

Note that (z +t,y + s) € U because

(a+ty+s)— (@) = |(tLs)]=(2+s2)"

P2 e\
Asimplied above, h (t) = f (x + t,y + s)—f (x + t,y). Therefore, by the mean value theorem
from calculus and the (one variable) chain rule,

A(s,t) = %(h(t)—h(O)):éh’(at)t

1
S

IA

(fz ($+O¢t,y+$) 7fm ($+Olt,y))

for some « € (0,1). Applying the mean value theorem again,
A (S,t) = fmy (:L' +at,y+ ﬁs)

where a, 8 € (0,1).
If the terms f (z +t,y) and f (z,y + s) are interchanged in 7.16, A (s,t) is unchanged
and the above argument shows there exist 7, ¢ € (0,1) such that

A(s,t) = fyz (x +7t,y+9s).
Letting (s,t) — (0,0) and using the continuity of f;, and fy, at (z,y),

li = - .
w)gr(lo,o)A(s,t) foy (2,Y) = fya (z,y). W

The following is obtained from the above by simply fixing all the variables except for the
two of interest.
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Corollary 7.7.2 Suppose U is an open subset of F™ and f : U — R has the property
that for two indices, k,l, fz,, [z, foizn, ONA fo, 2, exist on U and fy, 2, and fg,z, are both
continuous at x € U. Then fy, 0, (X) = fo,o (X).

Thus the theorem asserts that the mixed partial derivatives are equal at x if they are
defined near x and continuous at x.

Now recall the Taylor formula with the Lagrange form of the remainder. What follows
is a proof of this important result based on the mean value theorem or Rolle’s theorem.

Theorem 7.7.3 Suppose f has n+ 1 derivatives on an interval, (a,b) and let ¢ € (a,b).
Then if x € (a,b), there exists £ between ¢ and x such that

n ) (e (n1) X
r@=s@+ 20w ot g e o,

(In this formula, the symbol Zgzl ay will denote the number 0.)

Proof: If n = 0 then the theorem is true because it is just the mean value theorem.
Suppose the theorem is true for n —1,n > 1. It can be assumed x # ¢ because if x = ¢ there
is nothing to show. Then there exists K such that

f(x) - <f (c) + Xn: f(k];(c) (z— o) + K (z — c)"+1> =0 (7.17)
k=1

Need help with your
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In fact, -
~f @)+ (£ 0+ i, L @ - o))
(x — c)n+1 .

Now define F'(t) for ¢ in the closed interval determined by x and ¢ by

K =

L f) (¢ ,
F(t)=f(z)— (f(t)+sz—!<)(x—t)k+K(x—t)"+).
k=1

The ¢ in 7.17 got replaced by t.

48
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Therefore, F'(¢) =0 by the way K was chosen and also F (z) = 0. By the mean value
theorem or Rolle’s theorem, there exists ¢; between x and ¢ such that F’ (¢t1) = 0. Therefore,

0 = Z f(k) —t)" T =K (n+1) (@ —t,)"
(k+1)
= < f k!()(a:—tl)k>—K(n+1)(x—t1)"
n—1
f’(’“ n
= ( k!()( —t1)>—K(n+1)(x—t1)

By induction applied to f’, there exists £ between x and t; such that the above simplifies
to

. f/(n) (g)éfj—tl)n _K(n+1) (.T,‘_tl)n

SO (= t1)"

= S —K(n+1)(z—t)"

therefore,

_ ) ()
C (n+Dn! (1)

and the formula is true for n. B
The following is a special case and is what will be used.

Theorem 7.7.4 Leth: (—6,1+3) - R have m+1 derivatives. Then there existst € [0, 1]
such that " (b1
T p (0) h(m+1 (t)
h(1)=h(0 .
V) =h(0)+ > =7+

k=1

Now let f: U — R where U C R™ and suppose f € C™ (U). Let x € U and let r > 0 be
such that

B (x,r) CU.

Then for ||v|| < 7, consider
fxHtv) = f(x) =h(t)
for ¢ € [0,1]. Then by the chain rule,

Zaxk (x +tv)wvg, b (t ;Z :cj(‘?xk (x+tv)vgo, B
Then from the Taylor formula stopping at the second derivative, the following theorem can
be obtained.
Theorem 7.7.5 Let f: U — R and let f € C?>(U). Then if
B(x,r) CU,

and ||v|| < r, there ezists t € (0,1) such that.

n

fx+v)=f(x)+ gf x) vk + = Z Z 833 69% (x + tv) vpv; (7.18)

k=1 kljl
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Definition 7.7.6 Define the following matriz.

O*f (x+tv)

H;; (x+tv) = 5B
105

It is called the Hessian matriz. From Corollary 7.7.2, this is a symmetric matriz. Then in
terms of this matriz, 7.18 can be written as

fx+v)= —|—Z vk—|—1v H (x+tv)v
Then this implies f (x +v) =
)+ Z ) v, +1V H (x) v—i—% (v (H (x+tv) —H (x)) v) . (7.19)

Using the above formula, here is the second derivative test.

Theorem 7.7.7 In the above situation, suppose f, (x) =0 for each x;. Then if H (x) has
all positive eigenvalues, X is a local minimum for f. If H (x) has all negative eigenvalues,
then x is a local maxzimum. If H (x) has a positive eigenvalue, then there exists a direction
in which f has a local minimum at x, while if H (X) has a negative eigenvalue, there exists
a direction in which H (x) has a local mazimum at x.

Proof: Since f,; (x) = 0 for each x;, formula 7.19 implies
1 1
F e+ v) = £ (<) 45V H () vt 5 (v (H (ebtv) —H (x)) V)
where H (x) is a symmetric matrix. Thus, by Corollary 7.4.12 H (x) has all real eigenvalues.
Suppose first that H (x) has all positive eigenvalues and that all are larger than 62 > 0.

Then H (x) has an orthonormal basis of eigenvectors, {v;}.—, and if u is an arbitrary vector,
u=>"_, u;v; where u; = u-v;. Thus

n n n n
u'H (x)u= <Z ukvg> H (x) Zujvj = Zu?)\j > §? Zuf =§%|ul’.
k=1 j=1 j=1 j=1

From 7.19 and the continuity of H, if v is small enough,

T 62
Flxtv) 2 f(x)+ 507 v = 287 v = f(x) + o [vI™.

This shows the first claim of the theorem. The second claim follows from similar reasoning.
Suppose H (x) has a positive eigenvalue A2, Then let v be an eigenvector for this eigenvalue.
From 7.19,

thVTH (x) V—i—lt2 (vI' (H (x+tv) —H (x)) v)

f(x+tv) = f(x) +2 5

which implies

FOebtv) = FO) 5 v+ (VT (H (xtv) —H () V)

Y]

1
60+ N2 v
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whenever t is small enough. Thus in the direction v the function has a local minimum at
x. The assertion about the local maximum in some direction follows similarly. ll

This theorem is an analogue of the second derivative test for higher dimensions. As in
one dimension, when there is a zero eigenvalue, it may be impossible to determine from the
Hessian matrix what the local qualitative behavior of the function is. For example, consider

fi(z,y) =2 + 92, fo(a,y) = —a* + 42

Then Df; (0,0) = 0 and for both functions, the Hessian matrix evaluated at (0,0) equals

0 0

0 2
but the behavior of the two functions is very different near the origin. The second has a
saddle point while the first has a minimum there.

]
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7.8 The Estimation Of Eigenvalues

There are ways to estimate the eigenvalues for matrices. The most famous is known as
Gerschgorin’s theorem. This theorem gives a rough idea where the eigenvalues are just from

looking at the matrix.

Theorem 7.8.1 Let A be an n x n matriz. Consider the n Gerschgorin discs defined as

D, = /\ECI|/\—CL¢Z’|SZ‘CLU|
J#i
Then every eigenvalue is contained in some Gerschgorin disc.
This theorem says to add up the absolute values of the entries of the i** row which are
off the main diagonal and form the disc centered at a;; having this radius. The union of

these discs contains o (A).
Proof: Suppose Ax = Ax where x # 0. Then for A = (a;;)

Z aijxj = ()\ — al—i) ZT;.

J#i
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Therefore, picking k such that |zj| > |z;| for all z;, it follows that |xj| # 0 since |x| # 0

and
ek > lais| =Y laig] o] > 1A = aw] |z -
J#i J#i
Now dividing by |zy|, it follows X is contained in the k" Gerschgorin disc. W

Example 7.8.2 Here is a matrixz. Estimate its eigenvalues.
2 11
3 50
019
According to Gerschgorin’s theorem the eigenvalues are contained in the disks

Di={AeC:[]A-2<2}.Dy={\eC:|\—5 <3},

Ds={AeC:|]A\-9/ <1}

It is important to observe that these disks are in the complex plane. In general this is the
case. If you want to find eigenvalues they will be complex numbers.

iy

So what are the values of the eigenvalues? In this case they are real. You can compute
them by graphing the characteristic polynomial, A\* — 16A% + 70\ — 66 and then zoom-
ing in on the zeros. If you do this you find the solution is {\ =1.2953},{\ =5.5905},
{A=9.1142} . Of course these are only approximations and so this information is useless
for finding eigenvectors. However, in many applications, it is the size of the eigenvalues
which is important and so these numerical values would be helpful for such applications. In
this case, you might think there is no real reason for Gerschgorin’s theorem. Why not just
compute the characteristic equation and graph and zoom? This is fine up to a point, but
what if the matrix was huge? Then it might be hard to find the characteristic polynomial.
Remember the difficulties in expanding a big matrix along a row or column. Also, what if
the eigenvalues were complex? You don’t see these by following this procedure. However,
Gerschgorin’s theorem will at least estimate them.

7.9 Advanced Theorems

More can be said but this requires some theory from complex variables!. The following is a
fundamental theorem about counting zeros.

Theorem 7.9.1 Let U be a region and let v : [a,b] — U be closed, continuous, bounded
variation, and the winding number, n(v,z) = 0 for all z ¢ U. Suppose also that f is

LIf you haven’t studied the theory of a complex variable, you should skip this section because you won’t
understand any of it.
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analytic on U having zeros ay,- - - ,a,, where the zeros are repeated according to multiplicity,
and suppose that none of these zeros are on 7y ([a,b]). Then

L ([, \
mLf(Z)dZ—Zn(W,ak).

k=1

Proof: It is given that f(z) = HT:l (z —a;) g (2) where g(z) # 0 on U. Hence using
the product rule,

ORI NNIC
) " & g
where % is analytic on U and so

n(v,a;). W

I

LG N e L [1@)
2mi ,Yf(z)d _; o, ])+2wiLg(z)d a

Now let A be an n X n matrix. Recall that the eigenvalues of A are given by the zeros
of the polynomial, py (2) = det (2] — A) where I is the n x n identity. You can argue
that small changes in A will produce small changes in p4 (z) and p/; (2). Let v, denote a
very small closed circle which winds around z, one of the eigenvalues of A, in the counter
clockwise direction so that n (v, zx) = 1. This circle is to enclose only zj and is to have no
other eigenvalue on it. Then apply Theorem 7.9.1. According to this theorem

1 [P, (2)
2mi J., pa (2)

is always an integer equal to the multiplicity of z; as a root of py (¢). Therefore, small
changes in A result in no change to the above contour integral because it must be an integer
and small changes in A result in small changes in the integral. Therefore whenever B is close
enough to A, the two matrices have the same number of zeros inside 7, the zeros being
counted according to multiplicity. By making the radius of the small circle equal to € where
¢ is less than the minimum distance between any two distinct eigenvalues of A, this shows
that if B is close enough to A, every eigenvalue of B is closer than ¢ to some eigenvalue of
A R

Theorem 7.9.2 If ) is an eigenvalue of A, then if all the entries of B are close enough to
the corresponding entries of A, some eigenvalue of B will be within € of .

Consider the situation that A (¢) is an n x n matrix and that ¢t — A (¢) is continuous for
tel0,1].

Lemma 7.9.3 Let A (t) € 0 (A(t)) fort <1 and let £; = Ug>40 (A(s)). Also let Ky be the
connected component of A (t) in ;. Then there exists n > 0 such that KyNo (A(s)) # 0 for
all s € [t,t+m).

Proof: Denote by D (A(t),d) the disc centered at A () having radius § > 0, with other
occurrences of this notation being defined similarly. Thus

D(A(t),0)={zeC:|A(t)— 2| <6}

Suppose 6 > 0 is small enough that A(t) is the only element of o (A (¢)) contained in
D (X(t),0) and that p4(;) has no zeroes on the boundary of this disc. Then by continuity, and
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the above discussion and theorem, there exists n > 0,¢ +n < 1, such that for s € [t,t + 7],
Pa(s) also has no zeroes on the boundary of this disc and A(s) has the same number
of eigenvalues, counted according to multiplicity, in the disc as A (¢). Thus o (A (s)) N
D (X(t),0) #0 for all s € [t,t +n]. Now let

H= |J o(A(s)ND(A(),0).

s€(t,t+n]

It will be shown that H is connected. Suppose not. Then H = P U (Q where P,(Q are
separated and A (t) € P. Let so = inf {s: A (s) € Q for some A(s) € 0 (A(s))}. There exists
A(so) € 0(A(s0)) N D(A(t),d). If A(so) ¢ Q, then from the above discussion there are
A(s) € 0 (A(s))NQ for s > sg arbitrarily close to A (sg) . Therefore, A (sg) € @ which shows
that sg > t because A (t) is the only element of o (A (¢)) in D (A (t),6) and A (t) € P. Now
let s, T sp. Then A (s,) € P for any A (s,,) € 0 (A(s,))ND (A(t),0) and also it follows from
the above discussion that for some choice of s, — so, A(sn) = A(So) which contradicts P
and @ separated and nonempty. Since P is nonempty, this shows Q = (). Therefore, H is
connected as claimed. But K; D H and so Ky No (A(s)) #Dforallse€ t,t+n]. W

Theorem 7.9.4 Suppose A (t) is an n X n matriz and that t — A(t) is continuous for
t € [0,1]. Let A(0) € 0 (A(0)) and define X2 = Uycpo,1)0 (A (1)) . Let Koy = Ko denote the
connected component of A(0) in . Then KoNo (A(t)) # 0 for allt € [0,1].

Proof: Let S = {t€[0,1]: KogNo (A(s)) # 0 for all s € [0,¢]}. Then 0 € S. Let ¢y =
sup (S) . Say o (A (t6) = At (fo) -+  Ar (to) -

Claim: At least one of these is a limit point of Ky and consequently must be in K
which shows that S has a last point. Why is this claim true? Let s, 1 to so s, € S.
Now let the discs, D (A; (to),6),i =1,--- ,r be disjoint with p4,) having no zeroes on v,
the boundary of D (X; (tg),d) . Then for n large enough it follows from Theorem 7.9.1 and
the discussion following it that o (A (sy,)) is contained in Ul_; D (); (t9) ,9). It follows that
KonN (o (A(to))+D(0,9)) # 0 for all § small enough. This requires at least one of the
A (to) to be in K. Therefore, ty € S and S has a last point.

Now by Lemma 7.9.3, if ty < 1, then Ky U K; would be a strictly larger connected set
containing A (0). (The reason this would be strictly larger is that Ko N o (A(s)) = 0 for
some s € (¢,t+n) while Ky No (A(s)) # 0 for all s € [t,t+ n].) Therefore, tc = 1. B

Corollary 7.9.5 Suppose one of the Gerschgorin discs, D; is disjoint from the union of

the others. Then D; contains an eigenvalue of A. Also, if there are n disjoint Gerschgorin
discs, then each one contains an eigenvalue of A.
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Proof: Denote by A (t) the matrix (af;) where if i # j, af; = ta;; and af; = az. Thus to
get A (t) multiply all non diagonal terms by ¢. Let ¢ € [0,1]. Then A (0) = diag (a11, - , Gnn)
and A (1) = A. Furthermore, the map, t — A(t) is continuous. Denote by D! the Ger-
schgorin disc obtained from the j** row for the matrix A (t). Then it is clear that D! C D;
the jt* Gerschgorin disc for A. It follows a;; is the eigenvalue for A (0) which is contained
in the disc, consisting of the single point a;; which is contained in D;. Letting K be the
connected component in ¥ for ¥ defined in Theorem 7.9.4 which is determined by a;;, Ger-
schgorin’s theorem implies that K No (A(t)) € U}_, D} C U}_D; = D; U (U;j%D;) and
also, since K is connected, there are not points of K in both D; and (U;x;D;) . Since at least
one point of K is in D;,(a;;), it follows all of K must be contained in D;. Now by Theorem
7.9.4 this shows there are points of K No (A) in D;. The last assertion follows immediately.
]

This can be improved even more. This involves the following lemma.

Lemma 7.9.6 In the situation of Theorem 7.9.4 suppose A (0) = KoNo (A(0)) and that

Spectral Theory
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A (0) is a simple root of the characteristic equation of A (0). Then for all t € [0,1],
a(A@®)NKy=X(t)
where X (t) is a simple root of the characteristic equation of A(t).

Proof: Let S={t €[0,1]: KoNo (A(s)) = A(s), a simple eigenvalue for all s € [0,¢]} .
Then 0 € S so it is nonempty. Let to = sup (S) and suppose A\; # Ay are two elements of
o (A (tg))NKy. Then choosing n > 0 small enough, and letting D; be disjoint discs containing
A; respectively, similar arguments to those of Lemma 7.9.3 can be used to conclude

Hi = Ugeptg—n,to)0 (A(5)) N D;

is a connected and nonempty set for ¢ = 1,2 which would require that H; C K. But
then there would be two different eigenvalues of A (s) contained in Ky, contrary to the
definition of 5. Therefore, there is at most one eigenvalue A (tg) € Ko N o (A (to)). Could
it be a repeated root of the characteristic equation? Suppose A (tp) is a repeated root of
the characteristic equation. As before, choose a small disc, D centered at A (¢9) and 7 small
enough that

H= Use[to—n,to]a (A (S)) nD

is a nonempty connected set containing either multiple eigenvalues of A (s) or else a single
repeated root to the characteristic equation of A (s). But since H is connected and contains
A (to) it must be contained in Ky which contradicts the condition for s € S for all these
s € [to — m,to] . Therefore, ty € S as hoped. If ¢y < 1, there exists a small disc centered
at A(to) and n > 0 such that for all s € [to,to + 1], A(s) has only simple eigenvalues in
D and the only eigenvalues of A (s) which could be in Ky are in D. (This last assertion
follows from noting that A (¢o) is the only eigenvalue of A (ty) in Ky and so the others are
at a positive distance from Kj. For s close enough to tg, the eigenvalues of A (s) are either
close to these eigenvalues of A (tg) at a positive distance from Ky or they are close to the
eigenvalue A (fp) in which case it can be assumed they are in D.) But this shows that ¢ is
not really an upper bound to S. Therefore, t) = 1 and the lemma is proved. B
With this lemma, the conclusion of the above corollary can be sharpened.

Corollary 7.9.7 Suppose one of the Gerschgorin discs, D; is disjoint from the union of
the others. Then D; contains exactly one eigenvalue of A and this eigenvalue is a simple
root to the characteristic polynomial of A.

Proof: In the proof of Corollary 7.9.5, note that a;; is a simple root of A (0) since
otherwise the i*" Gerschgorin disc would not be disjoint from the others. Also, K, the
connected component determined by a;; must be contained in D; because it is connected
and by Gerschgorin’s theorem above, K N o (A (t)) must be contained in the union of the
Gerschgorin discs. Since all the other eigenvalues of A (0), the a;;, are outside Dj, it follows
that K No (A(0)) = ay. Therefore, by Lemma 7.9.6, K No (A (1)) = K No (A) consists of

a single simple eigenvalue.

Example 7.9.8 Consider the matriz
510
1 1 1
010

The Gerschgorin discs are D (5,1),D (1,2), and D (0,1). Observe D (5,1) is disjoint
from the other discs. Therefore, there should be an eigenvalue in D (5,1). The actual
eigenvalues are not easy to find. They are the roots of the characteristic equation, 3 — 6t2 +
3t + 5 = 0. The numerical values of these are —. 66966, 1.423 1, and 5. 246 55, verifying the
predictions of Gerschgorin’s theorem.
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7.10 Exercises

1.

Explain why it is typically impossible to compute the upper triangular matrix whose
existence is guaranteed by Schur’s theorem.

Now recall the QR factorization of Theorem 5.7.5 on Page 174. The QR algorithm
is a technique which does compute the upper triangular matrix in Schur’s theorem.
There is much more to the QR algorithm than will be presented here. In fact, what
I am about to show you is not the way it is done in practice. One first obtains what
is called a Hessenburg matrix for which the algorithm will work better. However,
the idea is as follows. Start with A an n x n matrix having real eigenvalues. Form
A = QR where @ is orthogonal and R is upper triangular. (Right triangular.) This
can be done using the technique of Theorem 5.7.5 using Householder matrices. Next
take A; = RQ. Show that A = QA;Q7. In other words these two matrices, A, A; are
similar. Explain why they have the same eigenvalues. Continue by letting A; play the
role of A. Thus the algorithm is of the form A,, = QR,, and A,,+; = R,,+1Q. Explain
why A = Q,A,QY for some Q,, orthogonal. Thus A, is a sequence of matrices each
similar to A. The remarkable thing is that often these matrices converge to an upper
triangular matrix 7 and A = QT'Q7 for some orthogonal matrix, the limit of the Q,,
where the limit means the entries converge. Then the process computes the upper
triangular Schur form of the matrix A. Thus the eigenvalues of A appear on the
diagonal of T. You will see approximately what these are as the process continues.

(v %)

which has eigenvalues 3 and 2. I suggest you use a computer algebra system to do the

computations.
0 —1
2 0

Show that the algorithm cannot converge for this example. Hint: Try a few iterations
of the algorithm. Use a computer algebra system if you like.

TTry the QR algorithm on

TNow try the QR algorithm on

4 2 0
there exists a matrix S such that A = S~ BS but there is no orthogonal matrix @ such
that QT BQ = A. Show the QR algorithm does converge for the matrix B although it
fails to do so for A.

TShow the two matrices A = ( 0 _01 > and B = ( 0 ) are similar; that is

Let F' be an m x n matrix. Show that F*F has all real eigenvalues and furthermore,
they are all nonnegative.

If A is a real n X n matrix and A is a complex eigenvalue A = a+ib,b # 0, of A having
eigenvector z + tw, show that w # 0.

Suppose A = QT DQ where Q is an orthogonal matrix and all the matrices are real.
Also D is a diagonal matrix. Show that A must be symmetric.

Suppose A is an n X n matrix and there exists a unitary matrix U such that
A=U"DU

where D is a diagonal matrix. Explain why A must be normal.
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10.
11.

12.
13.

14.

15.

16.
17.

18.

19.

If A is Hermitian, show that det (A) must be real.

Show that every unitary matrix preserves distance. That is, if U is unitary,

|Ux| = |x].

Show that if a matrix does preserve distances, then it must be unitary.

1TShow that a complex normal matrix A is unitary if and only if its eigenvalues have
magnitude equal to 1.

Suppose A is an n X n matrix which is diagonally dominant. Recall this means
> laij| < laiil
J#i

show A~! must exist.

Give some disks in the complex plane whose union contains all the eigenvalues of the
matrix

142t 4 2
0 v 3
) 6 7

Show a square matrix is invertible if and only if it has no zero eigenvalues.

Using Schur’s theorem, show the trace of an m X n matrix equals the sum of the
eigenvalues and the determinant of an n x n matrix is the product of the eigenvalues.

Using Schur’s theorem, show that if A is any complex n X n matrix having eigenvalues
{A:} listed according to multiplicity, then >, ; \Aij|2 >3 I\i|*. Show that equality
holds if and only if A is normal. This inequality is called Schur’s inequality. [19]

Here is a matrix.
1234 6 5 3

0 —654 9 123
98 123 10,000 11
56 78 98 400
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20.

21.

22.

I know this matrix has an inverse before doing any computations. How do I know?
Show the critical points of the following function are

1
(0,-3,0),(2,-3,0),and (1, -3, _§)

and classify them as local minima, local maxima or saddle points.
f(2,y,2) = —3a* + 62% — 622 + 22 — 220 — 2y* — 12y — 18 — 222,
Here is a function of three variables.

f(z,y,2) = 132% 4+ 22y + 8xz + 13y + Syz + 1022

change the variables so that in the new variables there are no mixed terms, terms
involving zy, yz etc. Two eigenvalues are 12 and 18.

Here is a function of three variables.

fx,y,2) =222 —dx + 24 Yyx — 9y — 3z + 32 + 5y? — 92y — 72°

EXPERIENCE THE POW

FULL ENGAGEMENT...

RUN FASTER.
RUN LONGER..
RUN EASIER...
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23.

24.

25.

26.

27.

28.

29.

30.

31.
32.
33.
34.

35.

change the variables so that in the new variables there are no mixed terms, terms

involving xy,yz etc. The eigenvalues of the matrix which you will work with are
17 19

—3L 2, -1
202

Here is a function of three variables.
f(z,y,2) = —2® + 20y + 202 —y* + 2y2z — 2> +

change the variables so that in the new variables there are no mixed terms, terms
involving zy, yz etc.

Show the critical points of the function,
flz,y,2) = —2yz? — 6yx — 4za® — 122z + 3 + 2yz.
are points of the form,
(z,y,2) = (t,2t> 4+ 6t, —t* — 3t)

for t € R and classify them as local minima, local maxima or saddle points.
Show the critical points of the function

fzy,2) = %x‘l — 423 +82% — 32a® + 1222+ 2% + Ay + 2+ %752.
are (0,—1,0),(4,—1,0), and (2,—1,—12) and classify them as local minima, local
maxima or saddle points.

Let f (z,y) = 32* — 2422 + 48 — yx? + 4y. Find and classify the critical points using
the second derivative test.

Let f (z,y) = 3% — 522 + 2 — y?2? +y2. Find and classify the critical points using the
second derivative test.

Let f (z,y) = ba* — 722 — 2 — 3y%2? + 11y — 4y*. Find and classify the critical points
using the second derivative test.

Let f (z,y,2) = —22* — 3ya? + 322 + 5222 + 3y? — 6y + 3 — 32y + 3z + 22, Find and
classify the critical points using the second derivative test.

Let f(v,y,2) = 3yz? — 322 — 2?2 — y?> + 2y — 1 + 32y — 32 — 322. Find and classify
the critical points using the second derivative test.

Let @ be orthogonal. Find the possible values of det (Q).
Let U be unitary. Find the possible values of det (U).
If a matrix is nonzero can it have only zero for eigenvalues?

A matrix A is called nilpotent if A¥ = 0 for some positive integer k. Suppose A is a
nilpotent matrix. Show it has only 0 for an eigenvalue.

If A is a nonzero nilpotent matrix, show it must be defective.
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36.

37.

Suppose A is a nondefective n X n matrix and its eigenvalues are all either 0 or 1.
Show A% = A. Could you say anything interesting if the eigenvalues were all either
0,1,or —1? By DeMoivre’s theorem, an n'” root of unity is of the form

o (37) ()

Could you generalize the sort of thing just described to get A™ = A? Hint: Since A
is nondefective, there exists S such that S~*AS = D where D is a diagonal matrix.

This and the following problems will present most of a differential equations course.
Most of the explanations are given. You fill in any details needed. To begin with,
consider the scalar initial value problem

Y =ay, y(to) = yo

When a is real, show the unique solution to this problem is y = yoe®*~%0), Next
suppose

y' = (a+1i)y, y(to) =yo (7.20)
where y (t) = w(t) + iv (t). Show there exists a unique solution and it is given by

y(t) = :
yoe® 1) (cos b (t — to) +isinb (t — tg)) = elaT®IEto)y, (7.21)

Next show that for a real or complex there exists a unique solution to the initial value
problem
y' =ay+f, y(to) =0

and it is given by
t
y (t) — ea(tfto)yo + eat/ efas]c (S) ds.

to

Hint: For the first part write as ¢’ — ay = 0 and multiply both sides by e~%. Then

explain why you get
— y () =0 tp) = 0.
i (6 y( )) » y (to)

Now you finish the argument. To show uniqueness in the second part, suppose
y' =(a+ib)y, y(to) =0
and verify this requires y (t) = 0. To do this, note
7 =(a—i)7y, 7(t) =0
and that |y|* (to) = 0 and
d 2 / — —/
A=y Oy +7 )y @)
= (a+ib)y ()T (1) + (a— )T () y (t) = 2aly ().
Thus from the first part |y (¢) \2 = Qe 2% = (. Finally observe by a simple computation
that 7.20 is solved by 7.21. For the last part, write the equation as
y —ay=Ff

—at

and multiply both sides by e and then integrate from ¢y to ¢ using the initial

condition.
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39.

Now consider A an n x n matrix. By Schur’s theorem there exists unitary @) such that
QlAQ =T
where T is upper triangular. Now consider the first order initial value problem
x' = Ax, x (tg) = Xo.

Show there exists a unique solution to this first order system. Hint: Let y = Q 'x
and so the system becomes

y' =Ty, y(to) = Q 'xo (7.22)
Now letting y = (y1, - ,yn)T, the bottom equation becomes

y; = tan¥Yns Yn (tO) = (Q_1X0>n .

Then use the solution you get in this to get the solution to the initial value problem
which occurs one level up, namely

yéfl = t(n—l)(n—l)ynfl + t(n—l)nynv Yn—1 (tO) = (Q_le)n_l
Continue doing this to obtain a unique solution to 7.22.

Now suppose ® (t) is an n x n matrix of the form
Pt)=(x1(t) - xu(t)) (7.23)

where
x} (1) = Axy (1) .

Explain why
o' (1) = AD (1)

if and only if ® () is given in the form of 7.23. Also explain why ifc e F*, y (1) = ® (¢) ¢
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40.

solves the equation y’ (¢t) = Ay (¢) .
In the above problem, consider the question whether all solutions to
x' = Ax (7.24)

are obtained in the form ® (t)c for some choice of ¢ € F”. In other words, is the

general solution to this equation @ (¢) ¢ for ¢ € F™*? Prove the following theorem using
linear algebra.

Theorem 7.10.1 Suppose ® (t) is an n x n matriz which satisfies ' (t) = AP ().
Then the general solution to 7.24 is ® (t)c if and only if ® (t)™" exists for some t.

Furthermore, if ® (t) = A® (t), then either ® ()" exists for all t or ® (t)”" never
exists for any t.

(det (@ (t)) is called the Wronskian and this theorem is sometimes called the Wronskian
alternative.)

Spectral Theory
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41.

42.

Hint: Suppose first the general solution is of the form @ () ¢ where c is an arbitrary
constant vector in F”. You need to verify & (t)_1 exists for some t. In fact, show
@ (t)"" exists for every t. Suppose then that ® (fo) ' does not exist. Explain why
there exists ¢ € F™ such that there is no solution x to the equation ¢ = ® () x. By
the existence part of Problem 38 there exists a solution to

x' = Ax, x(tg) =c¢

but this cannot be in the form @ (¢) c. Thus for every ¢, ® (t) ' exists. Next suppose
for some to, ® (to) " exists. Let 2z = Az and choose ¢ such that

VA (to) = (to) C
Then both z (¢),® (¢) ¢ solve
x' = Ax, x(to) = z (to)

Apply uniqueness to conclude z = ® (¢) c. Finally, consider that ® (¢t)c for ¢ € F”
either is the general solution or it is not the general solution. If it is, then ® (t)fl
exists for all t. If it is not, then @ (t)f1 cannot exist for any t from what was just
shown.

Let ' (t) = A® (t). Then ® (t) is called a fundamental matrix if ® (£)~" exists for all
t. Show there exists a unique solution to the equation

x' = Ax+f, x(to) = %o (7.25)

and it is given by the formula

x(t):@(t)@(to)*lxw@(t)/ ® (s)" £ (s)ds

to

Now these few problems have done virtually everything of significance in an entire un-
dergraduate differential equations course, illustrating the superiority of linear algebra.
The above formula is called the variation of constants formula.

Hint: Uniquenss is easy. If x1, X2 are two solutions then let u (t) = x1 (t) — %2 (t) and
argue u’ = Au, u(tg) = 0. Then use Problem 38. To verify there exists a solution, you
could just differentiate the above formula using the fundamental theorem of calculus
and verify it works. Another way is to assume the solution in the form

x(t) = @ (t)c(t)

and find c¢(t) to make it all work out. This is called the method of variation of
parameters.

Show there exists a special ® such that @' (t) = A®(t), ®(0) = I, and suppose
® ()~ exists for all £. Show using uniqueness that

and that for all ¢, s € R
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44.

Explain why with this special ®, the solution to 7.25 can be written as

x(t):fD(tfto)onr/ O (t—s)f(s)ds.

to
Hint: Let ® () be such that the j* column is x; (t) where

x; = Axj, x; (0) = e;.

Use uniqueness as required.

You can see more on this problem and the next one in the latest version of Horn
and Johnson, [16]. Two n X n matrices A, B are said to be congruent if there is an
invertible P such that

B = PAP*

Let A be a Hermitian matrix. Thus it has all real eigenvalues. Let ny be the number
of positive eigenvalues, n_, the number of negative eigenvalues and ng the number of
zero eigenvalues. For k a positive integer, let I, denote the k x k identity matrix and
Oy, the k x k zero matrix. Then the inertia matrix of A is the following block diagonal
n X n matrix.

Oy

Show that A is congruent to its inertia matrix. Next show that congruence is an equiv-
alence relation on the set of Hermitian matrices. Finally, show that if two Hermitian
matrices have the same inertia matrix, then they must be congruent. Hint: First
recall that there is a unitary matrix, U such that

D,
U*AU = D,

OTL()

where the D,,, is a diagonal matrix having the positive eigenvalues of A, D,,_ being
defined similarly. Now let | D,,_ | denote the diagonal matrix which replaces each entry
of D,,_ with its absolute value. Consider the two diagonal matrices
Dy !?
D=D"= ‘Dm]_l/Q
I,

0
Now consider D*U*AUD.

Show that if A, B are two congruent Hermitian matrices, then they have the same
inertia matrix. Hint: Let A = SBS™ where S is invertible. Show that A, B have the
same rank and this implies that they are each unitarily similar to a diagonal matrix
which has the same number of zero entries on the main diagonal. Therefore, letting
Va be the span of the eigenvectors associated with positive eigenvalues of A and Vg
being defined similarly, it suffices to show that these have the same dimensions. Show
that (Ax,x) > 0 for all x € V4. Next consider S*Vy. For x € V4, explain why

(BS*x,8"x) = (5—1A(5*)‘1s*x,5*x)

= (57MAx5"x) = (A, (571)75"x) = (Ax,%) > 0
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46.

47.

48.

49.

Next explain why this shows that S*V}, is a subspace of V5 and so the dimension of Vg
is at least as large as the dimension of V4. Hence there are at least as many positive
eigenvalues for B as there are for A. Switching A, B you can turn the inequality
around. Thus the two have the same inertia matrix.

Let A be an m x n matrix. Then if you unraveled it, you could consider it as a vector
in C™". The Frobenius inner product on the vector space of m x n matrices is defined
as

(A, B) = trace (AB™)

Show that this really does satisfy the axioms of an inner product space and that it
also amounts to nothing more than considering m x n matrices as vectors in C™™.

1Consider the n X n unitary matrices. Show that whenever U is such a matrix, it

follows that
\U|Cm = \/ﬁ

Next explain why if {Ug} is any sequence of unitary matrices, there exists a subse-
quence {Uy,. }f;:l such that lim,, yoo Ug,, = U where U is unitary. Here the limit
takes place in the sense that the entries of Uy, converge to the corresponding entries
of U.

TLet A, B be two n x n matrices. Denote by o (A) the set of eigenvalues of A. Define

dist (0 (A),0(B)) = Aeﬁ}zg) min {|A — u|: p € o (B)}

Explain why dist (¢ (4),0 (B)) is small if and only if every eigenvalue of A is close
to some eigenvalue of B. Now prove the following theorem using the above problem
and Schur’s theorem. This theorem says roughly that if A is close to B then the
eigenvalues of A are close to those of B in the sense that every eigenvalue of A is close
to an eigenvalue of B.

Theorem 7.10.2 Suppose limy_, o, A = A. Then

kli_)Igo dist (o (Ag),0(A)) =0

Let A = ( Z Z > be a 2 x 2 matrix which is not a multiple of the identity. Show
that A is similar to a 2 X 2 matrix which has at least one diagonal entry equal to 0.
Hint: First note that there exists a vector a such that Aa is not a multiple of a. Then

consider
B=(a Aa )71A(a Aa )

Show B has a zero on the main diagonal.

1 Let A be a complex n X n matrix which has trace equal to 0. Show that A is similar
to a matrix which has all zeros on the main diagonal. Hint: Use Problem 30 on
Page 158 to argue that you can say that a given matrix is similar to one which has
the diagonal entries permuted in any order desired. Then use the above problem and
block multiplication to show that if the A has k nonzero entries, then it is similar to
a matrix which has k — 1 nonzero entries. Finally, when A is similar to one which has
at most one nonzero entry, this one must also be zero because of the condition on the
trace.
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50. TAn n X n matrix X is a comutator if there are n x n matrices A, B such that X =
AB — BA. Show that the trace of any comutator is 0. Next show that if a complex
matrix X has trace equal to 0, then it is in fact a comutator. Hint: Use the above
problem to show that it suffices to consider X having all zero entries on the main
diagonal. Then define

A= , By =14 i itizg
0ifi=j
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Vector Spaces And Fields

8.1 Vector Space Axioms
It is time to consider the idea of a Vector space.

Definition 8.1.1 A wvector space is an Abelian group of “vectors” satisfying the axioms of
an Abelian group,
V+W=W-++V,

the commutative law of addition,
(v+w)+z=v+(W+12z),

the associative law for addition,
v+0=v,

the existence of an additive identity,

the existence of an additive inverse, along with a field of “scalars”, F which are allowed to
multiply the vectors according to the following rules. (The Greek letters denote scalars.)
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a(v+w) =avtaw, (8.1)
(a+ B) v =av+pv, (8.2)
a(Bv) =aB(v), (8.3)
lv=wv. (8.4)

The field of scalars is usually R or C and the vector space will be called real or complex
depending on whether the field is R or C. However, other fields are also possible. For
example, one could use the field of rational numbers or even the field of the integers mod p
for p a prime. A wvector space is also called a linear space.

For example, R™ with the usual conventions is an example of a real vector space and C"
is an example of a complex vector space. Up to now, the discussion has been for R™ or C"
and all that is taking place is an increase in generality and abstraction.

There are many examples of vector spaces.

70
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Example 8.1.2 Let Q be a nonempty set and let V consist of all functions defined on
which have values in some field F. The vector operations are defined as follows.

(f+9) (@) = [flx)+g(x)
(@f)(x) = af (z)

Then it is routine to verify that V' with these operations is a vector space.

Note that F™ actually fits in to this framework. You consider the set 2 to be {1,2,--- ,n}
and then the mappings from 2 to F give the elements of F”. Thus a typical vector can be
considered as a function.

Example 8.1.3 Generalize the above example by letting V' denote all functions defined on
Q which have values in a vector space W which has field of scalars F. The definitions of
scalar multiplication and vector addition are identical to those of the above example.

8.2 Subspaces And Bases

8.2.1 Basic Definitions
Definition 8.2.1 If {vy, - ,v,} CV, a vector space, then

n
span (v, -+ ,Vy,) = {Z%Vi foy € F} .
i=1

A subset, W C V is said to be a subspace if it is also a vector space with the same field of
scalars. Thus W C 'V is a subspace if ax + by € W whenever a,b € F and x,y € W. The
span of a set of vectors as just described is an example of a subspace.

Example 8.2.2 Consider the real valued functions defined on an interval [a,b]. A subspace
s the set of continuous real valued functions defined on the interval. Another subspace is
the set of polynomials of degree no more than 4.

Definition 8.2.3 If {vy, - ,v,} CV, the set of vectors is linearly independent if

n
E Q;V; = 0
i=1

implies
ap=-=a,=0
and {vy, -+, vy} is called a basis for V if
span (vy, -+ ,vy) =V
and {v1,- -+, vy} is linearly independent. The set of vectors is linearly dependent if it is not

linearly independent.
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8.2.2 A Fundamental Theorem

The next theorem is called the exchange theorem. It is very important that you understand
this theorem. It is so important that I have given several proofs of it. Some amount to the
same thing, just worded differently.

Theorem 8.2.4 Let {x1,---,X,} be a linearly independent set of vectors such that each x;
is in the span{y1, -+ ,ys}. Thenr <s.

Proof 1: Define span{yi,---,ys} =V, it follows there exist scalars cy,--- ,¢s such
that

X1 = Zciyi. (85)
i=1

Not all of these scalars can equal zero because if this were the case, it would follow that
x; = 0 and so {x1, - ,%,} would not be linearly independent. Indeed, if x; = 0, 1x; +
Z:zg 0x; = x1 = 0 and so there would exist a nontrivial linear combination of the vectors
{x1," -+ ,%,} which equals zero.

Say ¢ # 0. Then solve 8.5 for y; and obtain

s-1 vectors here

Ye €span | X1, Y1, 5 Yk—1,Yk+15" " 5 Ys

Define {z1,--- ,25-1} by

{Z17"' ’Zs—l} = {yla"' 'y Yk—1,Yk+1," " 7y5}

Therefore, span {x1,2z1,--- ,25—1} = V because if v € V, there exist constants cj,- - ,cs

such that
s—1

vV = Zcizi + CsYk-
i=1
Now replace the yy, in the above with a linear combination of the vectors, {x1,21,- - ,2s_1}
to obtain v € span {x1,21, - ,%s—1} . The vector yy, in the list {y1, - ,¥s}, has now been
replaced with the vector x; and the resulting modified list of vectors has the same span as
the original list of vectors, {y1, - ,ys}-

Now suppose that r > s and that span{xy,--- ,x;,21,--- ,2,} = V where the vectors,
Z1,- - , 2, are each taken from the set, {y1,---,ys} and [ +p = s. This has now been done
for I =1 above. Then since r > s, it follows that [ < s < r and so [ +1 < r. Therefore, x;41
is a vector not in the list, {x1,---,x;} and since span {x1,---,%;,21, - ,2,} = V there
exist scalars ¢; and d; such that

l

p
Xi41 = Z CiX; + Z dej. (86)
j=1

i=1

Now not all the d; can equal zero because if this were so, it would follow that {x;,--- ,x,}
would be a linearly dependent set because one of the vectors would equal a linear combination
of the others. Therefore, (8.6) can be solved for one of the z;, say zj, in terms of x;41 and
the other z; and just as in the above argument, replace that z; with x;11 to obtain

p-1 vectors here

span le"'lexl+laz17'"Zkflazk+17"' )zp :V
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Continue this way, eventually obtaining

span (x1, -+ ,X,) = V.
But then x,. € span{xj,---,X,} contrary to the assumption that {xj,---,x,} is linearly
independent. Therefore, r < s as claimed.

Proof 2: Let s
Xk = Z AjkY;
=1

If r > s, then the matrix A = (ajx) has more columns than rows. By Corollary 4.3.9
one of these columns is a linear combination of the others. This implies there exist scalars
c1,- -+ ,Cr, not all zero such that

r
E ajkck:Oa j:]w"'ar
k=1

360°
thinking.
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Then

T s S S s
chxk = ch ajry; = Z (Z Ckajk> y; =0
7j=1

k=1 k=1 j=1 \k=1

which contradicts the assumption that {x;,--,x,} is linearly independent. Hence r < s.
Proof 3: Suppose r > s. Let z; denote a vector of {y1, - ,ys}. Thus there exists j as
small as possible such that

span (YIa"' 7YS) = sSpan (le"' s Xmy 241, 7Zj)

where m + j = s. It is given that m = 0, corresponding to no vectors of {x1,--- ,x,,} and
j = s, corresponding to all the yj, results in the above equation holding. If j > 0 then m < s

and so
m J
Xmtl = E apXy + E b;z;
k=1 =1

Not all the b; can equal 0 and so you can solve for one of them in terms of X, 41, X, - -+ , X1,
and the other z;. Therefore, there exists

{z1,---,2;1} S {y1,---,¥s}

such that
span (y1,- -+ ,¥s) = span (X1, , Xm41,21, 1 Zj-1)

contradicting the choice of j. Hence j = 0 and

span (y1,---,¥s) = span (X1, - ,Xy)

It follows that
Xs41 € span (X1, ,Xs)

contrary to the assumption the xj, are linearly independent. Therefore, r < s as claimed. B
Corollary 8.2.5 If {uy,- - ,uy} and {vy,---,v,} are two bases for V, then m = n.
Proof: By Theorem 8.2.4, m <nandn <m. B

Definition 8.2.6 A vector space V is of dimension n if it has a basis consisting of n vectors.
This is well defined thanks to Corollary 8.2.5. It is always assumed here that n < oo and in
this case, such a vector space is said to be finite dimensional.

Example 8.2.7 Consider the polynomials defined on R of degree no more than 3, denoted

here as P3. Then show that a basis for Ps is {l,x,xZ,xB}. Here 2% symbolizes the function
k

x> xk.

It is obvious that the span of the given vectors yields P3;. Why is this set of vectors
linearly independent? Suppose

co+cx+ 62x2 + 03353 =0

where 0 is the zero function which maps everything to 0. Then you could differentiate three
times and obtain the following equations

¢1 + 2¢0x + ez
2c9 + 6c3T
663 = 0
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Now this implies ¢3 = 0. Then from the equations above the bottom one, you find in
succession that co = 0,¢; = 0,¢9 = 0.

There is a somewhat interesting theorem about linear independence of smooth functions
(those having plenty of derivatives) which I will show now. It is often used in differential
equations.

Definition 8.2.8 Let fi,---, fn be smooth functions defined on an interval [a,b]. The
Wronskian of these functions is defined as follows.

f1 (@) f2 () e fn ()
fi (@) f3 (@) o I ()
@) B @) e 1Y (@)

Note that to get from one row to the next, you just differentiate everything in that row. The
notation f*) (x) denotes the k*" derivative.

With this definition, the following is the theorem. The interesting theorem involving the
Wronskian has to do with the situation where the functions are solutions of a differential
equation. Then much more can be said and it is much more interesting than the following
theorem.

Theorem 8.2.9 Let {f1,---, fu} be smooth functions defined on [a,b]. Then they are lin-
early independent if there exists some point t € [a,b] where W (f1,---, fn) (t) # 0.

Proof: Form the linear combination of these vectors (functions) and suppose it equals
0. Thus
arfitaafo+---+anfn=0

The question you must answer is whether this requires each a; to equal zero. If they all
must equal 0, then this means these vectors (functions) are independent. This is what it
means to be linearly independent.

Differentiate the above equation n — 1 times yielding the equations

arfi1 +asfo+ - +anfn=0
arfi +asfs+---+anf, =0

arf" Y taofd" TV an Y =0

Now plug in t. Then the above yields

RO RO e RO\ @ 0
i mn o A e ] [o
SN w0 @ )\ a 0

Since the determinant of the matrix on the left is assumed to be nonzero, it follows this
matrix has an inverse and so the only solution to the above system of equations is to have
each ap, = 0. 1

Here is a useful lemma.

Lemma 8.2.10 Suppose v ¢ span (uy,--- ,ug) and {uy, -+ ,ux} is linearly independent.
Then {uy,--- ,ug, v} is also linearly independent.
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Proof: Suppose Ele c;u; + dv = 0. It is required to verify that each ¢; = 0 and that
d = 0. But if d # 0, then you can solve for v as a linear combination of the vectors,

{uh... 7uk}7
S NOE

i=1

contrary to assumption. Therefore, d = 0. But then Zle c;u; = 0 and the linear indepen-
dence of {uy,--- ,u;} implies each ¢; = 0 also. B

Given a spanning set, you can delete vectors till you end up with a basis. Given a linearly
independent set, you can add vectors till you get a basis. This is what the following theorem
is about, weeding and planting.

Theorem 8.2.11 IfV =span(uy,--- ,u,) then some subset of {uy,--- ,u,} is a basis for
V. Also, if {uy, -+ ,ur} C V is linearly independent and the vector space is finite dimen-
sional, then the set, {uy,--- ,ui}, can be enlarged to obtain a basis of V.

Proof: Let

S={F C{uy, - ,u,} such that span(E)=V}.
For E € S, let |E| denote the number of elements of E. Let
m = min{|E| such that E € S}.
Thus there exist vectors

{vla"' 7vm} g {u17"' ,un}

such that
span (vy, -, vpy) =V

and m is as small as possible for this to happen. If this set is linearly independent, it follows
it is a basis for V' and the theorem is proved. On the other hand, if the set is not linearly
independent, then there exist scalars

Cl, ", Cm
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such that
m
0= Z C;V;
=1

and not all the ¢; are equal to zero. Suppose ¢ # 0. Then the vector, v may be solved for
in terms of the other vectors. Consequently,

V =span (vi, -, Vi—1, Vig1, " 5 Vi)

contradicting the definition of m. This proves the first part of the theorem.

To obtain the second part, begin with {uy,---,u;} and suppose a basis for V is
{Vla' o ’vn}-
If
span (u, -+ ,ug) =V,

then & = n. If not, there exists a vector,

Up41 ¢ span (ug,--- ,ug).

SIMPLY CLEVER
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Then by Lemma 8.2.10, {uy, -+ ,ug,ug41} is also linearly independent. Continue adding
vectors in this way until n linearly independent vectors have been obtained. Then

span (ug, -+ ,u,) =V
because if it did not do so, there would exist u,y; as just described and {ui, - ,up41}
would be a linearly independent set of vectors having n+1 elements even though {vy,--- ,v,,}

is a basis. This would contradict Theorem 8.2.4. Therefore, this list is a basis. W

8.2.3 The Basis Of A Subspace

Every subspace of a finite dimensional vector space is a span of some vectors and in fact it
has a basis. This is the content of the next theorem.

Theorem 8.2.12 Let V' be a nonzero subspace of a finite dimensional vector space W of
dimenston n. Then V' has a basis with no more than n vectors.

Proof: Let vi € V where vi # 0. If span{vy} = V, stop. {vi} is a basis for V.
Otherwise, there exists vy € V which is not in span{v;}. By Lemma 8.2.10 {vy,v2} is a
linearly independent set of vectors. If span{vy,va} = V stop, {vi,vs} is a basis for V. If
span{vy,va} # V, then there exists vs ¢ span{vy,va} and {vy,va,v3} is a larger linearly
independent set of vectors. Continuing this way, the process must stop before n + 1 steps
because if not, it would be possible to obtain n + 1 linearly independent vectors contrary to
the exchange theorem, Theorem 8.2.4. B

8.3 Lots Of Fields

8.3.1 Irreducible Polynomials

I mentioned earlier that most things hold for arbitrary fields. However, I have not bothered
to give any examples of other fields. This is the point of this section. It also turns out that
showing the algebraic numbers are a field can be understood using vector space concepts
and it gives a very convincing application of the abstract theory presented earlier in this
chapter.

Here I will give some basic algebra relating to polynomials. This is interesting for its
own sake but also provides the basis for constructing many different kinds of fields. The
first is the Euclidean algorithm for polynomials.

Definition 8.3.1 A polynomial is an expression of the form p(X) = >} _, ax\F where as
usual \° is defined to equal 1. Two polynomials are said to be equal if their corresponding
coefficients are the same. Thus, in particular, p(X\) = 0 means each of the a, = 0. An
element of the field X is said to be a root of the polynomial if p(\) = 0 in the sense that
when you plug in A into the formula and do the indicated operations, you get 0. The degree
of a nonzero polynomial is the highest exponent appearing on X. The degree of the zero
polynomial p (A\) = 0 is not defined.

Example 8.3.2 Consider the polynomial p (\) = N2+ X where the coefficients are in Zo. Is
this polynomial equal to 07 Not according to the above definition, because its coefficients are
not all equal to 0. However, p(1) = p(0) = 0 so it sends every element of Zs to 0. Note the
distinction between saying it sends everything in the field to 0 with having the polynomial be
the zero polynomial.
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Lemma 8.3.3 Let f (\) and g (A) # 0 be polynomials. Then there exists a polynomial, q (\)
such that

fA)=qN)gX) +r(N)
where the degree of r (X\) is less than the degree of g (A) or r (\) = 0.
Proof: Suppose that f (A) —¢q(A\) g (A) is never equal to 0 for any ¢ (\). If it is, then the
conclusion follows.

Denote by S the set of polynomials f (A) —g (A) 1 (\) . Out of all these polynomials, there
exists one which has smallest degree 7 (\). Let this take place when [ (A) = ¢1 (A). Thus

rN)=FfN)=-gNa®).

By assumption, r (A) # 0. It is required to show the degree of r (\) is smaller than the
degree of g (A). If this doesn’t happen, then the degree of 7 (A\) > the degree of g (). Let

r(A) = bp A"+ + b A+ b
gA) = a X"+ -+ aX+a

where m > n and b, and a,, are nonzero. Then let 1 (A) be given by

)\"L_nbm
ri(A)=7r(\)— T!] (A)
Thus
)\"L_nbm
71 (A) = (b A™ + - + b1 A + bg) — T(an)\"+~~+a1/\+ao)

which has degree at most m — 1. But

()

P = T a2y ()

n

SR ORVOI OISRy §

an
and this is one of the polynomials in .S, contradicting the definition of r (A) which required
it has the smallest degree. B

In fact, the polynomials r (), ¢ (A) are unique. Suppose (r (A), ¢ (A\)), and (r1 (), g1 (A))
are two pairs which work. Then

(@A) =qgN)gA) =r(A) —r(})

The degree of the polynomial on the right, would need to be less than the degree of the
polynomial on the left if it is not zero. Hence r; (A) = r(A). Now one can argue, by
comparing coefficients, that g; (A) = ¢ ().

Now with this lemma, here is another one which is very fundamental. First here is a
definition. A polynomial is monic means it is of the form

N 4 e N e\ + .

That is, the leading coefficient is 1. In what follows, the coefficients of polynomials are in
F, a field of scalars which is completely arbitrary. Think R if you need an example.
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Definition 8.3.4 A polynomial f is said to divide a polynomial g if g(A\) = f (A)r(\) for
some polynomial v (X). Let {¢; (\)} be a finite set of polynomials. The greatest common
divisor will be the monic polynomial q (\) such that q (X) divides each ¢; (A) and if p (\)
divides each ¢; (M), then p () divides q (X\). The finite set of polynomials {¢,} is said to be
relatively prime if their greatest common divisor is 1. A polynomial f (X\) is irreducible if
there is no polynomial with coefficients in F which divides it except nonzero scalar multiples
of f(X) and constants.

Proposition 8.3.5 The greatest common divisor is unique.

Proof: Suppose both ¢ (\) and ¢’ (\) work. Then ¢ (\) divides ¢’ (A) and the other way
around and so

¢ N =qNIA), V) =N)d )
Therefore, the two must have the same degree. Hence I’ (), () are both constants. How-
ever, this constant must be 1 because both ¢ (\) and ¢’ (\) are monic. B

Theorem 8.3.6 Let 1) (\) be the greatest common divisor of {¢; (A\)}, not all of which are
zero polynomials. Then there exist polynomials ; (\) such that

TOED WACTANE

Furthermore, ¥ (\) is the monic polynomial of smallest degree which can be written in the
above form.

Proof: Let S denote the set of monic polynomials which are of the form

P

Z i (A) ¢; (A)

i=1

where 7; () is a polynomial. Then S # () because some ¢; (A) # 0. Then let the r; be chosen
such that the degree of the expression Y *_, r; (A) ¢; (A) is as small as possible. Letting ¢ (\)
equal this sum, it remains to verify it is the greatest common divisor. First, does it divide
each ¢; (\)? Suppose it fails to divide ¢; (\) . Then by Lemma 8.3.3

1 (A) =9 NN +7 ()

where degree of r (A) is less than that of ¥ (A). Then dividing r (A) by the leading coefficient
if necessary and denoting the result by ¢ (\), it follows the degree of ¥, (}) is less than
the degree of ¥ (A) and 9, (\) equals

1 (A) = (91 (A) = (N L(N)a
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for a suitable a € F. This is one of the polynomials in S. Therefore, 9 (A) does not have
the smallest degree after all because the degree of 1, (A) is smaller. This is a contradiction.
Therefore, ¢ (\) divides ¢, (A). Similarly it divides all the other ¢; ().
If p (\) divides all the ¢, (\), then it divides ¥ (\) because of the formula for ¢ (A) which
equals >0 _ 7 (A) ¢, (A). A

Lemma 8.3.7 Suppose ¢ (N\) and ¥ (\) are monic polynomials which are irreducible and
not equal. Then they are relatively prime.

Proof: Suppose 1 ()) is a nonconstant polynomial. If n () divides ¢ ()), then since
¢ (A) is irreducible, n () equals a¢ (A) for some a € F. If 5 (X) divides ) (\) then it must
be of the form by (\) for some b € F and so it follows

G =360

but both ¢ (A) and ¢ (\) are monic polynomials which implies a = b and so ¥ (A) = ¢ ().
This is assumed not to happen. It follows the only polynomials which divide both 1 ()
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and ¢ (\) are constants and so the two polynomials are relatively prime. Thus a polynomial
which divides them both must be a constant, and if it is monic, then it must be 1. Thus 1
is the greatest common divisor. B

Lemma 8.3.8 Let ¢ (\) be an irreducible monic polynomial not equal to 1 which divides

P
H o, ()\)k , k; a positive integer,
i=1

where each ¢; (\) is an irreducible monic polynomial. Then ¥ (X) equals some ¢; (N).
Proof : Suppose ¥ (\) # ¢, (A) for all . Then by Lemma 8.3.7, there exist polynomials

m; (A),n; (A\) such that
L=v¢ (A)m;i (A) + ¢; (M) ni (A).
Hence

(¢ (V) mi ) = (1= () m; (W)™

Then, letting g(\) = [T7_, n (A", and applying the binomial theorem, there exists a
polynomial A () such that

gV Je V" = JLm ™" [Jo: )™
i=1 =1 i=1
= f[(l—w@)mi(x))’”:1+¢<A>h<A)

Thus, using the fact that ¢ (\) divides [T%_; ¢, (A)¥ | for a suitable polynomial g (\),
gN YN =1+¢ AN hQ)
L=4 ) () —gX)

which is impossible if ¢ () is non constant, as assumed. W
Now here is a simple lemma about canceling monic polynomials.

Lemma 8.3.9 Suppose p () is a monic polynomial and g (\) is a polynomial such that

Then q (\) = 0. Also if

then q1 (A) = g2 (A).
Proof: Let i
PN =Y N, gV = aN, p=1.
j=1 i=1

Then the product equals
k n

ZZijMiﬂ~

j=11i=1
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Then look at those terms involving A**™. This is prga\*™"

pr = 1, it follows ¢, = 0. Thus
k
j=1

)\nflJrk

and is given to be 0. Since

n—1 o
qui)\H_J = 0
1

i=

Then consider the term involving and conclude that since p = 1, it follows ¢,,_1 = 0.
Continuing this way, each ¢; = 0. This proves the first part. The second follows from

PN (@ (N)—g2(N)=0. 1
The following is the analog of the fundamental theorem of arithmetic for polynomials.

Theorem 8.3.10 Let f (\) be a nonconstant polynomial with coefficients in F. Then there
is some a € F such that f () = a[]_; ¢; (\) where ¢; (\) is an irreducible nonconstant
momnic polynomial and repeats are allowed. Furthermore, this factorization is unique in the
sense that any two of these factorizations have the same nonconstant factors in the product,
possibly in different order and the same constant a.

Proof: That such a factorization exists is obvious. If f ()) is irreducible, you are done.
Factor out the leading coefficient. If not, then f (A) = a¢; (A) ¢y (A) where these are monic
polynomials. Continue doing this with the ¢, and eventually arrive at a factorization of the
desired form.

It remains to argue the factorization is unique except for order of the factors. Suppose

n m

aH¢i (A) = bH% (A)

=1

where the ¢, (A) and the v, () are all irreducible monic nonconstant polynomials and a,b €
F. If n > m, then by Lemma 8.3.8, each 1, (\) equals one of the ¢, ()). By the above
cancellation lemma, Lemma 8.3.9, you can cancel all these 9, (\) with appropriate ¢, (})
and obtain a contradiction because the resulting polynomials on either side would have
different degrees. Similarly, it cannot happen that n < m. It follows n = m and the two
products consist of the same polynomials. Then it follows a = b. B

The following corollary will be well used. This corollary seems rather believable but does
require a proof.

Corollary 8.3.11 Letq(\) =]\, ¢, (N where the k; are positive integers and the ¢, (N)
are irreducible monic polynomials. Suppose also that p(X\) is a monic polynomial which

divides q (\). Then
P

PN =][e )"
i=1
where r; is a nonnegative integer no larger than k;.

Proof: Using Theorem 8.3.10, let p(\) = b[[’_, %; (A\)" where the 1, (\) are each
irreducible and monic and b € F. Since p () is monic, b = 1. Then there exists a polynomial
g (A) such that

PN gA) =90 Hw W =TTe "
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Hence g () must be monic. Therefore,

p(N)
s p

l
PN g\ =[N H n; () = [ o: V"

i= i=1

for n; monic and irreducible. By uniqueness, each 1); equals one of the ¢; (M) and the same
holding true of the 7, (). Therefore, p ()A) is of the desired form. B

8.3.2 Polynomials And Fields

When you have a polynomial like 22 — 3 which has no rational roots, it turns out you can
enlarge the field of rational numbers to obtain a larger field such that this polynomial does
have roots in this larger field. I am going to discuss a systematic way to do this. It will
turn out that for any polynomial with coefficients in any field, there always exists a possibly
larger field such that the polynomial has roots in this larger field. This book has mainly
featured the field of real or complex numbers but this procedure will show how to obtain
many other fields which could be used in most of what was presented earlier in the book.
Here is an important idea concerning equivalence relations which I hope is familiar.

Definition 8.3.12 Let S be a set. The symbol, ~ is called an equivalence relation on S if
it satisfies the following axioms.

1. x~x forallzeS. (Reflexive)
2. If ¢ ~y then y ~ x. (Symmetric)
3. Ifx~y andy ~ z, then © ~ z. (Transitive)

Definition 8.3.13 [z]| denotes the set of all elements of S which are equivalent to x and
[x] is called the equivalence class determined by x or just the equivalence class of x.

Also recall the notion of equivalence classes.

Theorem 8.3.14 Let ~ be an equivalence class defined on a set, S and let H denote the
set of equivalence classes. Then if [x] and [y] are two of these equivalence classes, either
x ~y and [z] = [y] or it is not true that x ~y and [z] N [y] = 0.
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Definition 8.3.15 Let F be a field, for example the rational numbers, and denote by T [z]
the polynomials having coefficients in F. Suppose p (x) is a polynomial. Let a(x) ~ b(x)
(a (x) is similar to b(x)) when

a(z) —b(z)=Fk(z)p(x)
for some polynomial k (x) .
Proposition 8.3.16 In the above definition, ~ is an equivalence relation.

Proof: First of all, note that a(xz) ~ a(x) because their difference equals Op (x). If
a(x) ~ b(x), then a(x) —b(z) = k(x)p(x) for some k(). But then b(x) — a(x) =
—k(z)p(x) and so b(z) ~ a(x). Next suppose a(x) ~ b(z) and b(z) ~ c(x). Then
a(x) —b(x) = k(z)p(x) for some polynomial k (z) and also b(z) — ¢ (z) =l (x) p(z) for
some polynomial [ (z). Then

a(x)—c(x)=a(z)=b(z)+b(z)—c(x)

/
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=k(x)p(z)+1(x)p(z) = (I (z) + k(2)p(z)

and so a () ~ ¢(x) and this shows the transitive law. B

With this proposition, here is another definition which essentially describes the elements
of the new field. It will eventually be necessary to assume the polynomial p (z) in the above
definition is irreducible so I will begin assuming this.

Definition 8.3.17 Let F be a field and let p (x) € F[z] be a monic irreducible polynomial
of degree greater than 0. Thus there is no polynomial having coefficients in F which divides
p(x) except for itself and constants. For the similarity relation defined in Definition 8.3.15,
define the following operations on the equivalence classes. [a(x)] is an equivalence class
means that it is the set of all polynomials which are similar to a (x).

[a ()] + [b(2)] [a () +b(2)]
[a (2)] b (2)] [a () b (x)]

This collection of equivalence classes is sometimes denoted by F [z] / (p (z)).

Proposition 8.3.18 In the situation of Definition 8.3.17, p(x) and q(z) are relatively
prime for any q (x) € F [z] which is not a multiple of p (x). Also the definitions of addition
and multiplication are well defined. In addition, if a,b € F and [a] = [b], then a = b.

Proof: First consider the claim about p (x), g (z) being relatively prime. If ¥ (z) is the
greatest common divisor, it follows 4 () is either equal to p(x) or 1. If it is p (z), then
¢ (x) is a multiple of p (z). If it is 1, then by definition, the two polynomials are relatively
prime.

To show the operations are well defined, suppose

It is necessary to show

Consider the second of the two.

a (2)V (z) —a(z)b ()
= d () (z) —a(2)V (z) +a(x)V (x) —a(z)b(z)
= V() (d (z) —a(z)) +a(z) (¥ (z) - b))

s (V' () —b(x)), so the above
] = [ () V' (z)]. The case for

€T

Now by assumption (a’ (z) — a (z)) is a multiple of p (z) as i
is a multiple of p (z) and by definition this shows [a (x) b (x)
addition is similar.

Now suppose [a] = [b] . This means a — b = k (x) p (x) for some polynomial k (x). Then
k () must equal 0 since otherwise the two polynomials a — b and k (x) p (x) could not be
equal because they would have different degree. B

Note that from this proposition and math induction, if each a; € F,

-1

[anm" +ap_12" "+ -+ a1z + ao]

= [an] [@]" + [an—1] [2]" 7 + -+ [a1] [a] + [ac] (8.7)

With the above preparation, here is a definition of a field in which the irreducible poly-
nomial p (z) has a root.
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Definition 8.3.19 Let p () € F[z] be irreducible and let a (z) ~ b(x) when a(x) —b(x) is
a multiple of p(x). Let G denote the set of equivalence classes as described above with the
operations also described in Definition 8.3.17.

Also here is another useful definition and a simple proposition which comes from it.

Definition 8.3.20 Let F' C K be two fields. Then clearly K is also a vector space over
F. Then also, K is called a finite field extension of F if the dimension of this vector space,
denoted by [K : F] is finite.

There are some easy things to observe about this.
Proposition 8.3.21 Let FF C K C L be fields. Then [L: F]=[L: K|[K : F].

Proof: Let {l;},__; be a basis for L over K and let {k; };nzl be a basis of K over F. Then
if [ € L, there exist unique scalars z; in K such that

i=1

Now z; € K so there exist f;; such that

zi =Y fiik
=1

Then it follows that

l= Zz,fjikjli

i=1 j=1

It follows that {k;l;} is a spanning set. If
D2 Fiiksli =0
i=1 j=1

Then, since the [; are independent, it follows that

Z fiikj =0
j=1

and since {k;} is independent, each f;; = 0 for each j for a given arbitrary i. Therefore,
{k;l;} is a basis. B

Theorem 8.3.22 The set of all equivalence classes G = F/ (p(x)) described above with
the multiplicative identity given by [1] and the additive identity given by [0] along with the
operations of Definition 8.3.17, is a field and p ([z]) = [0]. (Thus p has a root in this new
field.) In addition to this, [G : F] = n, the degree of p(x).

Proof: Everything is obvious except for the existence of the multiplicative inverse and
the assertion that p ([z]) = 0. Suppose then that [a (z)] # [0] . That is, a (x) is not a multiple
of p (). Why does [a ()] " exist? By Theorem 8.3.6, a (), p (z) are relatively prime and
so there exist polynomials ¢ (z), ¢ (z) such that

L=9(z)p(x)+a(x)d(r)
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and so

which, by definition implies

[1—a(x)d(@)] =[] —[a(x)¢ ()] =[1] - [a(@)] [ ()]

and so [¢ (z)] = [a (z)]". This shows G is a field.

Now if p () = an2™ + ap_12" "t + -+ + a7 + ag, p([z]) = 0 by 8.7 and the definition
which says [p (x)] = [0].

Consider the claim about the dimension. It was just shown that [1],[2], [2?],-- -, [z"]
is linearly dependent. Also [1],[z], [xQ] Joe [x”fl] is independent because if not, there
would exist a polynomial ¢ (x) of degree n— 1 which is a multiple of p () which is impossible.
Now for [¢ (x)] € G, you can write

q(x) =p(@)l(z)+r(z)

where the degree of r (z) is less than n or else it equals 0. Either way, [¢ (z)] = [r (z)] which
is a linear combination of [1], [], [#?] -+, [¢"7']. Thus [G : F] = n as claimed. W

Note that if p (z) were not irreducible, then you could find a field extension G such that
[G : F] < n. You could do this by working with an irreducible factor of p (z).

Usually, people simply write b rather than [b] if b € F. Then with this convention,

[b¢ ()] = [b] [¢ ()] = bo (2)] -

This shows how to enlarge a field to get a new one in which the polynomial has a root.
By using a succession of such enlargements, called field extensions, there will exist a field
in which the given polynomial can be factored into a product of polynomials having degree
one. The field you obtain in this process of enlarging in which the given polynomial factors
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in terms of linear factors is called a splitting field.

Theorem 8.3.23 Letp(z) = 2" +a,_12" 1+ -+ayz+ag be a polynomial with coefficients
in a field of scalars F. There exists a larger field G such that there exist {z1,- - ,zn} listed
according to multiplicity such that

p@) =[[@-=)

i=1

This larger field is called a splitting field. Furthermore,
[G:F] <n!

Proof: From Theorem 8.3.22, there exists a field Fy such that p () has a root, z; (= [z]
if p is irreducible.) Then by the Euclidean algorithm

p)=(—z1)q (x)+r

89
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where r € F;. Since p(z1) = 0, this requires » = 0. Now do the same for ¢; (z) that was
done for p (z), enlarging the field to Fs if necessary, such that in this new field

¢ (2) = (x = 22) g2 (2).

and so
p(z) = (z —21) (z — 22) g2 (x)
After n such extensions, you will have obtained the necessary field G.

Finally consider the claim about dimension. By Theorem 8.3.22, there is a larger field
Gy such that p(x) has a root a; in Gy and [G : F] < n. Then

p(x) = (x—a1)q(z)

Continue this way until the polynomial equals the product of linear factors. Then by
Proposition 8.3.21 applied multiple times, [G : F] <n!. R

Example 8.3.24 The polynomial x> + 1 is irreducible in R (z), polynomials having real
coefficients. To see this is the case, suppose v (x) divides x® + 1. Then

21 =1 (2) g (2)

If the degree of ¥ (x) is less than 2, then it must be either a constant or of the form ax + b.
In the latter case, —b/a must be a zero of the right side, hence of the left but % + 1 has no
real zeros. Therefore, the degree of 1 (x) must be two and g (x) must be a constant. Thus
the only polynomial which divides 2 + 1 are constants and multiples of 2 + 1. Therefore,
this shows x4+ 1 is irreducible. Find the inverse of [x2 +x+ 1] in the space of equivalence
classes, R/ (z? +1).

You can solve this with partial fractions.

1 x rz+1

@)@ rz+]) #2412 rorl

and so
l=(-2)(@®+z+1)+ (x+1) (" +1)

which implies
1~ (—2) (2 +2+1)

and so the inverse is [—x].
The following proposition is interesting. It was essentially proved above but to emphasize
it, here it is again.

Proposition 8.3.25 Suppose p(z) € F[z] is irreducible and has degree n. Then every
element of G = Flx]/ (p(x)) is of the form [0] or [r (x)] where the degree of r (x) is less

than n.

Proof: This follows right away from the Euclidean algorithm for polynomials. If k (x)
has degree larger than n — 1, then

k(z) =q(2)p(x) +r(z)

where 7 (2) is either equal to 0 or has degree less than n. Hence
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Example 8.3.26 In the situation of the above example, find [ax + b]fl assuming a® +b* #
0. Note this includes all cases of interest thanks to the above proposition.

You can do it with partial fractions as above.

1 b—ax a?

(z24+1)(ax +b)  (a?+b2) (z2+1) + (a2 + b?) (az + b)

and so

1 a? 9
Thus 1
and so

[(l:L‘—l—b]il _ [(b_a‘T)] _ b—a[sc]

a2 + b2 - a? + b2

You might find it interesting to recall that (ai + b)~' = ab2_+abiz'

8.3.3 The Algebraic Numbers

Each polynomial having coefficients in a field F has a splitting field. Consider the case of all
polynomials p (z) having coefficients in a field F C G and consider all roots which are also
in G. The theory of vector spaces is very useful in the study of these algebraic numbers.
Here is a definition.

Definition 8.3.27 The algebraic numbers A are those numbers which are in G and also
roots of some polynomial p (x) having coefficients in F. The minimal polynomial of a € A
is defined to be the monic polynomial p (x) having smallest degree such that p (a) = 0.

Theorem 8.3.28 Let a € A. Then there exists a unique monic irreducible polynomial p (x)
having coefficients in F such that p (a) = 0. This polynomial is the minimal polynomial.

Proof: Let p(x) be the monic polynomial having smallest degree such that p(a) = 0.
Then p (z) is irreducible because if not, there would exist a polynomial having smaller degree
which has a as a root. Now suppose ¢ (x) is monic and irreducible such that ¢ (a) = 0.

q(x) =p (@)l (z)+r(z)

where if 7 () # 0, then it has smaller degree than p(z). But in this case, the equation
implies r (a) = 0 which contradicts the choice of p (x). Hence r () = 0 and so, since ¢ (z)
is irreducible, [ () = 1 showing that p (z) = ¢ (z). B

Definition 8.3.29 For a an algebraic number, let deg (a) denote the degree of the minimal
polynomial of a.

Also, here is another definition.
Definition 8.3.30 Let ay, - ,a,, be in A. A polynomial in {ay,--- ,a,} will be an ex-
pression of the form
Z akl..iknalfl X ~a’;"
ki-kn
where the ay, ...k, are inF, each k; is a nonnegative integer, and all but finitely many of the

Gk, -k, equal zero. The collection of such polynomials will be denoted by

Flay, - ,am].
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Now notice that for a an algebraic number, F[a] is a vector space with field of scalars F.
Similarly, for {a1,-- ,a,} algebraic numbers, F[a1,- - ,a,,] is a vector space with field of
scalars F. The following fundamental proposition is important.

Proposition 8.3.31 Let {a1, - ,am} be algebraic numbers. Then
dimF [aq,- -, am] < H deg (a;)
j=1
and for an algebraic number a,

dim F [a] = deg (a)
Every element of Flay, - ,am] is in A and F[ay, - ,an] s a field.
Proof: Let the minimal polynomial be
p(x)=2a"+ Ap12" 'V + o+ a1z + ao.
If g (a) € Fla], then
q(x) =p(@)l(z)+r(z)

where r (z) has degree less than the degree of p (z) if it is not zero. Thus F [a] is spanned
by
{170,,0/2, T aanil}

Since p (z) has smallest degree of all polynomial which have a as a root, the above set is
also linearly independent. This proves the second claim.

Now consider the first claim. By definition, F[aj,- - ,a;,] is obtained from all linear
combinations of {alfl,a§2, -+ ,afn { where the k; are nonnegative integers. From the first

part, it suffices to consider only k; < deg(a;). Therefore, there exists a spanning set for

Flai, - ,am) which has
I deg ()
i=1

entries. By Theorem 8.2.4 this proves the first claim.

Finally consider the last claim. Let g (ai,--- ,a;,) be a polynomial in {aj, - ,am,} in
Flai, - ,am]. Since
m
dimF a1, - ,am] =p < Hdeg(aj) < 00,
j=1
it follows
2
1ag(a17"' ,am)7g(a17"' ,am) y T 7g(ala"' 7am)p
are dependent. It follows g (a1, - ,a.,,) is the root of some polynomial having coefficients
in F. Thus everything in Flay,--- ,an] is algebraic. Why is Flai, - ,ay,] a field? Let
g(ay, -+ ,an,) be as just mentioned. Then it has a minimal polynomial,

p(x) =2t +a, 129+ +ax +ag
where the a; € F. Then ag # 0 or else the polynomial would not be minimal. Therefore,

g(a’lv"' aam) (g (a/la"' 7am)q_1 +aq—lg (ala"' 7a'm)q_2 + "'+a/1) = —ao
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and so the multiplicative inverse for g (aq,- -, an,) is

q—2

glar, - am)" Fag1g(ar, - am)" 2+ +a

—aop

EF[ala"' aam]-

The other axioms of a field are obvious. B
Now from this proposition, it is easy to obtain the following interesting result about the
algebraic numbers.

Theorem 8.3.32 The algebraic numbers A, those roots of polynomials in T [x] which are
in G, are a field.

Proof: By definition, each a € A has a minimal polynomial. Let a # 0 be an algebraic
number and let p (z) be its minimal polynomial. Then p (z) is of the form

2"t ap_ 12" M+ Faz+a
where ag # 0. Otherwise p(z) would not have minimal degree. Then plugging in a yields

(anfl + anilan72 4+ -+ 01) (_]_)
a =1.
ap

n—1 n—2_ . _
and so a~! = (" an—1a" e () € F[a]. By the proposition, every element of F [a]

is in A and this shows tha?c0 for every nonzero element of A, its inverse is also in A. What
about products and sums of things in A? Are they still in A? Yes. If a,b € A, then both
a+b and ab € F[a,b] and from the proposition, each element of F [a,b] is in A. W

A typical example of what is of interest here is when the field F of scalars is Q, the
rational numbers and the field G is R. However, you can certainly conceive of many other
examples by considering the integers mod a prime, for example (See Problem 34 on Page
296 for example.) or any of the fields which occur as field extensions in the above.

There is a very interesting thing about F [a; - - - a,] in the case where F is infinite which
says that there exists a single algebraic v such that Fla;---a,] = F[y]. In other words,
every field extension of this sort is a simple field extension. I found this fact in an early
version of [5].

Proposition 8.3.33 There exists v such that Fay ---a,] = F[y].

Proof: To begin with, consider F [«, 8]. Let v = a + AB. Then by Proposition 8.3.31 ~
is an algebraic number and it is also clear

Fy] S Fle, b

I need to show the other inclusion. This will be done for a suitable choice of A. To do this,
it suffices to verify that both o and § are in F [].

Let the minimal polynomials of o and 8 be f (z) and g (x) respectively. Let the distinct
roots of f (z) and g (x) be {1, a9, -+ ,a,} and {B;, By, -+ , B, } respectively. These roots
are in a field which contains splitting fields of both f (z) and g (z). Let @« = a3 and 8 = ;.
Now define

hz)=fla+M8—Ax)=f(y— M)
so that h(8) = f(a) = 0. It follows (x — ) divides both h(z) and g (z). If (x —n) is a
different linear factor of both g (z) and h (z) then it must be (z — Bj) for some 3 for some
J > 1 because these are the only factors of g (x). Therefore, this would require

0="h(B;) = f(a1+AB; = AB;)
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and so it would be the case that a; +AB; — AB; = ay, for some k. Hence

O — Q1
A58,
Now there are finitely many quotients of the above form and if A is chosen to not be any of
them, then the above cannot happen and so in this case, the only linear factor of both g (z)
and h (z) will be (z — ). Choose such a .

Let ¢ (z) be the minimal polynomial of 8 with respect to the field F[y]. Then this
minimal polynomial must divide both h (z) and g (z) because h(8) = g (8) = 0. However,
the only factor these two have in common is x — 8 and so ¢ () = x — § which requires
B € Flv]. Now also & = v — A5 and so « € F[] also. Therefore, both «, 5 € F[y] which
forces F [a, 5] C FF [y] . This proves the proposition in the case that n = 2. The general result
follows right away by observing that

Fla - an] = Flar - an1] an]

and using induction. W

When you have a field F, F (a) denotes the smallest field which contains both F and a.
When a is algebraic over F, it follows that F (a) = F [a] . The latter is easier to think about
because it just involves polynomials.

8.3.4 The Lindemannn Weierstrass Theorem And Vector Spaces

As another application of the abstract concept of vector spaces, there is an amazing theorem
due to Weierstrass and Lindemannn.

Theorem 8.3.34 Suppose ai,- -+ ,a, are algebraic numbers, roots of a polynomial with
rational coefficients, and suppose oy, ,ay, are distinct algebraic numbers. Then

z": a;e® #0
i=1

In other words, the {e®*,--- e} are independent as vectors with field of scalars equal to
the algebraic numbers.

There is a proof of this in the appendix. It is long and hard but only depends on
elementary considerations other than some algebra involving symmetric polynomials. See
Theorem F.3.5.

A number is transcendental, as opposed to algebraic, if it is not a root of a polynomial
which has integer (rational) coefficients. Most numbers are this way but it is hard to verify
that specific numbers are transcendental. That 7 is transcendental follows from

e’ + '™ =0.

By the above theorem, this could not happen if 7 were algebraic because then im would also
be algebraic. Recall these algebraic numbers form a field and i is clearly algebraic, being
a root of 22 + 1. This fact about 7 was first proved by Lindemannn in 1882 and then the
general theorem above was proved by Weierstrass in 1885. This fact that 7 is transcendental
solved an old problem called squaring the circle which was to construct a square with the
same area as a circle using a straight edge and compass. It can be shown that the fact 7 is
transcendental implies this problem is impossible.*

LGilbert, the librettist of the Savoy operas, may have heard about this great achievement. In Princess
Ida which opened in 1884 he has the following lines. “As for fashion they forswear it, so the say - so they
say; and the circle - they will square it some fine day some fine day.” Of course it had been proved impossible
to do this a couple of years before.
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8.4 Exercises

1 1 1 0
1. Let H denote span 2 1,1 41,1 3 |,]1 . Find the dimension of H
0 0 1 1

and determine a basis.
2. Let M = {u = (u1,us,u3,us) € R* : u3 = uy = 0} . Is M a subspace? Explain.
3. Let M = {u = (u1,ug,u3,uy) € R :ug > ul} . Is M a subspace? Explain.

4. Let w € R* and let M = {u: (u1,u2,u3,us) ER* 1 w-u= 0}. Is M a subspace?
Explain.

5. Let M = {u = (u1,ug,u3,uqs) € R :u; >0 for each i = 1,2,3,4}. Is M a subspace?
Explain.

6. Let w,w; be given vectors in R* and define

M:{u:(ul,u2,u3,u4)€R4:w-u=0:a,ndw1~u:0}.
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Is M a subspace? Explain.
7. Let M = {u = (u1,uz,u3,us) € R* : Juy| <4} . Is M a subspace? Explain.
8. Let M = {u = (u1,ug,u3,uqs) € R* :sin (ug) = 1} . Is M a subspace? Explain.
9. Suppose {x1,- -, X} is a set of vectors from F". Show that 0 is in span (x1, - ,Xg) .
10. Consider the vectors of the form

2t + 3s
s—1t :5,teR
t+s

Is this set of vectors a subspace of R3? If so, explain why, give a basis for the subspace
and find its dimension.

926
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11.

12.

13.

14.

15.

16.

17.

18.

19.
20.

21.

22.

Consider the vectors of the form

2t +3s+u
s—t
t+s
U

is,t,u € R

Is this set of vectors a subspace of R*? If so, explain why, give a basis for the subspace
and find its dimension.

Consider the vectors of the form

20+u—+1

t 4 3u

t+s+v
U

cs,t,u,v €ER

Is this set of vectors a subspace of R*? If so, explain why, give a basis for the subspace
and find its dimension.

Let V' denote the set of functions defined on [0,1]. Vector addition is defined as
(f+9)(z) = f(x)+ g (x) and scalar multiplication is defined as (af) () = a (f (x)).
Verify V' is a vector space. What is its dimension, finite or infinite? Justify your
answer.

Let V' denote the set of polynomial functions defined on [0,1]. Vector addition is
defined as (f + ¢g) (x) = f () 4+ g (z) and scalar multiplication is defined as (af) (z) =
a(f (x)). Verify V is a vector space. What is its dimension, finite or infinite? Justify
your answer.

Let V be the set of polynomials defined on R having degree no more than 4. Give a
basis for this vector space.

Let the vectors be of the form a + bv/2 where a,b are rational numbers and let the
field of scalars be F = Q, the rational numbers. Show directly this is a vector space.
What is its dimension? What is a basis for this vector space?

Let V be a vector space with field of scalars F and suppose {vy,---,v,} is a basis for
V. Now let W also be a vector space with field of scalars F. Let L : {vy, - ,v,} —
W be a function such that Lv; = w;. Explain how L can be extended to a linear
transformation mapping V' to W in a unique way.

If you have 5 vectors in F> and the vectors are linearly independent, can it always be
concluded they span F®? Explain.

If you have 6 vectors in F?, is it possible they are linearly independent? Explain.

Suppose V, W are subspaces of F". Show V N'W defined to be all vectors which are in
both V' and W is a subspace also.

Suppose V' and W both have dimension equal to 7 and they are subspaces of a vector
space of dimension 10. What are the possibilities for the dimension of VN W? Hint:
Remember that a linear independent set can be extended to form a basis.

Suppose V' has dimension p and W has dimension ¢ and they are each contained in
a subspace, U which has dimension equal to n where n > max (p,q). What are the
possibilities for the dimension of VN W? Hint: Remember that a linear independent
set can be extended to form a basis.
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23.
24.

25.

26.

27.

28.

29.

30.

31.

32.

If b # 0, can the solution set of Ax = b be a plane through the origin? Explain.

Suppose a system of equations has fewer equations than variables and you have found
a solution to this system of equations. Is it possible that your solution is the only one?
Explain.

Suppose a system of linear equations has a 2 x 4 augmented matrix and the last column
is a pivot column. Could the system of linear equations be consistent? Explain.

Suppose the coefficient matrix of a system of n equations with n variables has the
property that every column is a pivot column. Does it follow that the system of
equations must have a solution? If so, must the solution be unique? Explain.

Suppose there is a unique solution to a system of linear equations. What must be true
of the pivot columns in the augmented matrix.

State whether each of the following sets of data are possible for the matrix equation
Ax = b. If possible, describe the solution set. That is, tell whether there exists a
unique solution no solution or infinitely many solutions.

(a) Ais a 5 x 6 matrix, rank (A) = 4 and rank (A|b) = 4. Hint: This says b is in
the span of four of the columns. Thus the columns are not independent.

(b) Ais a 3 x 4 matrix, rank (4) = 3 and rank (A|b) = 2.

(c) Ais a4 x 2 matrix, rank (4) = 4 and rank (A|b) = 4. Hint: This says b is in
the span of the columns and the columns must be independent.

(d) Ais ab x5 matrix, rank (A) = 4 and rank (4|b) = 5. Hint: This says b is not
in the span of the columns.

(e) Ais a4 x 2 matrix, rank (A) = 2 and rank (A|b) = 2.
Suppose A is an m X n matrix in which m < n. Suppose also that the rank of A equals

m. Show that A maps F™ onto F™. Hint: The vectors ey, - - , e, occur as columns
in the row reduced echelon form for A.

Suppose A is an m X n matrix in which m > n. Suppose also that the rank of A equals
n. Show that A is one to one. Hint: If not, there exists a vector, x such that Ax = 0,
and this implies at least one column of A is a linear combination of the others. Show
this would require the column rank to be less than n.

Explain why an n x n matrix A is both one to one and onto if and only if its rank is
n.

If you have not done this already, here it is again. It is a very important result.
Suppose A is an m X n matrix and B is an n X p matrix. Show that

dim (ker (AB)) < dim (ker (A)) + dim (ker (B)) .
Hint: Consider the subspace, B (FP) Nker (A) and suppose a basis for this subspace
is {wy,--- ,wy}. Now suppose {uy,---,u,} is a basis for ker (B). Let {z1,--- ,zx}

be such that Bz; = w; and argue that

ker (AB) C span (uy, -« , Uy, 21, ,2k) .
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33.

34.

Here is how you do this. Suppose ABx = 0. Then Bx € ker (A) N B (FP) and so
Bx = Zle Bz; showing that

k
xX— Zzi € ker (B).
i=1

Recall that every positive integer can be factored into a product of primes in a unique
way. Show there must be infinitely many primes. Hint: Show that if you have any
finite set of primes and you multiply them and then add 1, the result cannot be
divisible by any of the primes in your finite set. This idea in the hint is due to Euclid
who lived about 300 B.C.

There are lots of fields. This will give an example of a finite field. Let Z denote the set
of integers. Thus Z = {--- ,-3,—-2,-1,0,1,2,3,---}. Also let p be a prime number.
We will say that two integers, a, b are equivalent and write a ~ b if a — b is divisible
by p. Thus they are equivalent if a — b = px for some integer z. First show that
a ~ a. Next show that if a ~ b then b ~ a. Finally show that if a ~ b and b ~ ¢
then a ~ ¢. For a an integer, denote by [a] the set of all integers which is equivalent
to a, the equivalence class of a. Show first that is suffices to consider only [a] for
a=0,1,2,--- ,p—1 and that for 0 < a < b < p—1,[a] # [b]. That is, [a] = [r] where
r €40,1,2,--- ;p—1}. Thus there are exactly p of these equivalence classes. Hint:
Recall the Euclidean algorithm. For a > 0, a = mp + r where r < p. Next define the
following operations.

[a +[b] = [a+b]
[a] ] = [ab]
Show these operations are well defined. That is, if [a] = [@/] and [b] = [b'], then
[a] + [b] = [a@'] + [V'] with a similar conclusion holding for multiplication. Thus for
addition you need to verify [a + b] = [a’ + b'] and for multiplication you need to verify

[ab] = [a’V']. For example, if p = 5 you have [3] = [8] and [2] = [7] . Is [2 x 3] = [8 x 7]?
Is [2+ 3] = [8 4 7]? Clearly so in this example because when you subtract, the result
is divisible by 5. So why is this so in general? Now verify that {[0],[1],---,[p — 1]}
with these operations is a Field. This is called the integers modulo a prime and is
written Z,. Since there are infinitely many primes p, it follows there are infinitely
many of these finite fields. Hint: Most of the axioms are easy once you have shown
the operations are well defined. The only two which are tricky are the ones which
give the existence of the additive inverse and the multiplicative inverse. Of these, the
first is not hard. —[z] = [—z]. Since p is prime, there exist integers z,y such that
1 = px+ky and so 1—ky = px which says 1 ~ ky and so [1] = [ky] . Now you finish the
argument. What is the multiplicative identity in this collection of equivalence classes?
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Of course you could now consider field extensions based on these fields.

35. Suppose the field of scalars is Zo described above. Show that

0 1 00y (00 01\ (10
00 1 0 10 00,/ \01
Thus the identity is a comutator. Compare this with Problem 50 on Page 265.

36. Suppose V is a vector space with field of scalars F. Let T € £ (V, W), the space of
linear transformations mapping V onto W where W is another vector space. Define
an equivalence relation on V as follows. v ~ w means v —w € ker (T'). Recall that
ker (T) = {v : Tv = 0}. Show this is an equivalence relation. Now for [v] an equiv-
alence class define 7" [v] = T'v. Show this is well defined. Also show that with the
operations

V+w = [v+w]
alvl = |av]
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37.

38.

39.

40.

41.

42.

this set of equivalence classes, denoted by V/ker (T') is a vector space. Show next that
T" : V/ker (T') — W is one to one, linear, and onto. This new vector space, V/ ker (T)
is called a quotient space. Show its dimension equals the difference between the
dimension of V' and the dimension of ker (T').

Let V be an n dimensional vector space and let W be a subspace. Generalize the
above problem to define and give properties of V/W. What is its dimension? What
is a basis?

If F and G are two fields and F C G, can you consider G as a vector space with field
of scalars F? Explain.

Let A denote the real roots of polynomials in Q[z]. Show A can be considered a
vector space with field of scalars Q. What is the dimension of this vector space, finite
or infinite?

As mentioned, for distinct algebraic numbers «;, the complex numbers {e*}_ | are
linearly independent over the field of scalars A where A denotes the algebraic numbers,
those which are roots of a polynomial having integer (rational) coefficients. What is
the dimension of the vector space C with field of scalars A, finite or infinite? If the
field of scalars were C instead of A, would this change? What if the field of scalars
were R?

Suppose F is a countable field and let A be the algebraic numbers, those numbers in
G which are roots of a polynomial in F [z]. Show A is also countable.

This problem is on partial fractions. Suppose you have

R(x) = &7 degree of p(x) < degree of denominator.

q1 () gm (@)

where the polynomials g; (z) are relatively prime and all the polynomials p (z) and
¢; () have coefficients in a field of scalars F. Thus there exist polynomials a; (x)
having coefficients in F such that

1= Zai (z) i (v)
i=1

Explain why
_p@ Y ai(@)ai(r) - ai(@)p(e)
Ble) = @ (2) - aqm (@) =g (@)

Now continue doing this on each term in the above sum till finally you obtain an
expression of the form

m

i=1

Using the Euclidean algorithm for polynomials, explain why the above is of the form

i (

qi ()

m

M (z) +Z ri ()

= (@)

=)

where the degree of each r; (x) is less than the degree of ¢; (x) and M (x) is a poly-
nomial. Now argue that M (x) = 0. From this explain why the usual partial fractions
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expansion of calculus must be true. You can use the fact that every polynomial having
real coefficients factors into a product of irreducible quadratic polynomials and linear
polynomials having real coefficients. This follows from the fundamental theorem of
algebra in the appendix.

43. Suppose {f1, -+, fn} is an independent set of smooth functions defined on some inter-
val (a,b). Now let A be an invertible n x n matrix. Define new functions {g1, - ,gn}
as follows.

g1 f1
=4
In fn
Is it the case that {g1, - ,gn} is also independent? Explain why.
102
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Linear Transformations

9.1 Matrix Multiplication As A Linear Transformation

Definition 9.1.1 Let V and W be two finite dimensional vector spaces. A function, L
which maps V' to W is called a linear transformation and written L € L (V,W) if for all
scalars o and B, and vectors v,w,

L (av+pw) = aL (v) + BL (w) .

An example of a linear transformation is familiar matrix multiplication. Let A = (a;;)
be an m X n matrix. Then an example of a linear transformation L : F* — F™ is given by

(Lv), = Z @;jv;.
j=1

Here
U1
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9.2 L(V,W) As A Vector Space

Definition 9.2.1 Given LM € L(V,W) define a new element of L(V,W), denoted by
L + M according to the rule
(L+ M)v = Lv+ M.

For a a scalar and L € L(V,W), define oL € L(V,W) by
aL (v) =a(lv).

You should verify that all the axioms of a vector space hold for £ (V,W) with the
above definitions of vector addition and scalar multiplication. What about the dimension
of L(V,W)?

Before answering this question, here is a useful lemma. It gives a way to define linear
transformations and a way to tell when two of them are equal.

INote that this is the standard way of defining the sum of two functions.
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Lemma 9.2.2 Let V and W be vector spaces and suppose {v1,--- ,v,} is a basis for V.
Then if L.V — W is given by Luy, = wi, € W and

n n n
L E AUk = E akka = E QWi
k=1 k=1 k=1

then L is well defined and is in L(V,W). Also, if L, M are two linear transformations such
that Lvy = Mwvy, for all k, then M = L.

Proof: L is well defined on V' because, since {vy,- - ,v,} is a basis, there is exactly one
way to write a given vector of V' as a linear combination. Next, observe that L is obviously
linear from the definition. If L, M are equal on the basis, then if >°;'_; ayvy is an arbitrary

vector of V,
L (Z akvk> = Zakka = Zakak =M (Z akvk>
k=1 k=1 k=1 k=1
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and so L = M because they give the same result for every vector in V. B
The message is that when you define a linear transformation, it suffices to tell what it
does to a basis.

Theorem 9.2.3 Let V and W be finite dimensional linear spaces of dimension n and m
respectively Then dim (£ (V,W)) = mn.

Proof: Let two sets of bases be
{vla e 71)11} and {wla e awm}

for V and W respectively. Using Lemma 9.2.2, let w;v; € £(V, W) be the linear transfor-
mation defined on the basis, {vy,--- ,v,}, by

wivg (V) = widjk

where 0,5 =1 if i = k and 0 if ¢ # k. I will show that L € £(V, W) is a linear combination
of these special linear transformations called dyadics.
Then let L € £(V,W). Since {w1,---,wy} is a basis, there exist constants, d;; such

that .
L’UT = Z djrwj
j=1

Now consider the following sum of dyadics.

m n

Z Z djiwjvi

j=1i=1
Apply this to v,.. This yields

Z Z djiwjvi (’UT) = Z

j=11i=1 j=1i=1

3

m
djiwjéir = E djrwi = LUT
j=1

Therefore, L = Z;”:l >, dj;wjv; showing the span of the dyadics is all of £ (V,W).
Now consider whether these dyadics form a linearly independent set. Suppose

Z dikwivk =0.
ik

Are all the scalars d;; equal to 07
0= dypwivy (v) = > _ dyw;
ik i=1

and so, since {wy, - ,wy,} is a basis, d;; = 0 for each ¢ = 1,--- ,m. Since [ is arbitrary,
this shows d;; = 0 for all 4 and [. Thus these linear transformations form a basis and this
shows that the dimension of £ (V, W) is mn as claimed because there are m choices for the
w; and n choices for the v;. W
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9.3 The Matrix Of A Linear Transformation

Definition 9.3.1 In Theorem 9.2.3, the matriz of the linear transformation L € L (V, W)
with respect to the ordered bases § = {v1, - ,v,} for V and v = {w1, -+ ,wn} for W is
defined to be [L] where [L];; = d;j. Thus this matriz is defined by L =, . [L],; wiv;. When
it is desired to feature the bases 3,7, this matriz will be denoted as [L]vﬁ' When there is
only one basis 3, this is denoted as [L],.

If V is an n dimensional vector space and 8 = {vy,--- ,v,} is a basis for V, there exists
a linear map
g F" =V
defined as .
g3 (a) = Z a;v;
i=1
where
al n
a—= = Z a;€e;,
an i=1
for e; the standard basis vectors for F™ consisting of ( o -~ 1 --- 0 )T. Thus the 1

is in the i*" position and the other entries are 0.
It is clear that ¢ defined in this way, is one to one, onto, and linear. For v € V| qgl (v)
is a vector in F" called the component vector of v with respect to the basis {v1, -, v}

Proposition 9.3.2 The matrix of a linear transformation with respect to ordered bases 3,y
as described above is characterized by the requirement that multiplication of the components
of v by [L], 5 gives the components of Lv.

Proof: This happens because by definition, if v =), z;v;, then
Lu=) wilvi=) 3 [Lww; =) > [L];zw
i i R
_x;, the j** component of the matrix times the

and so the j'* component of Lv is Y, [L];;
component vector of v. Could there be some other matrix which will do this? No, because if
such a matrix is M, then for any x , it follows from what was just shown that [L]x = Mx.
Hence [L]=M. R

The above proposition shows that the following diagram determines the matrix of a
linear transformation. Here gg and g, are the maps defined above with reference to the

ordered bases, {v1, - ,v,} and {wy, - ,w,,} respectively.
L
52{017'.'7071} Vv — w {wlﬂ”'vwm}:’y
T o Tag (9.1)
I — Fm™
[L]%B

In terms of this diagram, the matrix [L] 43 18 the matrix chosen to make the diagram
“commute” It may help to write the description of [L] 45 I the form

(Lvl Lvn):(wl wm)[L]%B (9.2)

with the understanding that you do the multiplications in a formal manner just as you
would if everything were numbers. If this helps, use it. If it does not help, ignore it.
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Example 9.3.3 Let
V = { polynomials of degree 3 or less},

W = { polynomials of degree 2 or less},
and L = D where D is the differentiation operator. A basis for V is g = {1, x, 22, mB} and
a basis for W is v = {1, z, 2°}.

What is the matrix of this linear transformation with respect to this basis? Using 9.2,

(0 1 2z 322 )= (1 z 2% )[D]g.

It follows from this that the first column of [D] 4 is

0
0
0

The next three columns of [D]_; are

|
\

1 0
0|, 2 0
0 0 3
and so
01 0 0
[D] VB = 0 0 2 0
0 0 0 3
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Now consider the important case where V = F", W = F™, and the basis chosen is the
standard basis of vectors e; described above.

B:{ela"' 7e’n}a 7:{617"' 7e'm}

Let L be a linear transformation from F™ to F™ and let A be the matrix of the transformation
with respect to these bases. In this case the coordinate maps gg and ¢, are simply the
identity maps on F™ and F™ respectively, and can be accomplished by simply multiplying
by the appropriate sized identity matrix. The requirement that A is the matrix of the
transformation amounts to

Lb = Ab

What about the situation where different pairs of bases are chosen for V' and W7 How
are the two matrices with respect to these choices related? Consider the following diagram

109
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which illustrates the situation.

F ’3 F
qu i o q”/z *I’

Vv A w
g, T o g, 1

4

In this diagram gg, and g,, are coordinate maps as described above. From the diagram,
—1 A —1 _ A
Ay, 4,248, 98, = 411,

where qg; qp, and q;ll q~, are one to one, onto, and linear maps which may be accomplished
by multiplication by a square matrix. Thus there exist matrices P, ) such that P : F" — F"
and @ : F™ — F™ are invertible and

PAQ = A,.

Example 9.3.4 Let 8 = {vy, - ,vp} and v = {wy,--- ,w,} be two bases for V. Let L
be the linear transformation which maps v; to w;. Find [L]W. In case V. =TF" and letting
d={ei, - ,en}, the usual basis for F", find [L];.

Letting d;; be the symbol which equals 1 if ¢ = j and 0 if ¢ # j, it follows that L =
> 0ijwivj and so [L] 5 = I the identity matrix. For the second part, you must have

(W1 Wn):(vl Vn)[L],;
and so .
[L](;:(Vl e VTL) (Wl “ee WTL)
where ( Wi o Wy, ) is the n X n matrix having it" column equal to w;.

Definition 9.3.5 In the special case where V.= W and only one basis is used for V. =W,
this becomes

—1 —1
dg, 48,A245, 48, = A1

Letting S be the matrix of the linear transformation qB_;qg , with respect to the standard basis
vectors in F™,
S71A,8 = A;. (9.3)

When this occurs, A1 is said to be similar to Ay and A — S™'AS is called a similarity
transformation.

Recall the following.

Definition 9.3.6 Let S be a set. The symbol ~ is called an equivalence relation on S if it
satisfies the following axioms.

1. x~x forallzeS. (Reflexive)
2. If & ~y then y ~ x. (Symmetric)
3. Ifx ~y and y ~ z, then © ~ z. (Transitive)

Definition 9.3.7 [z] denotes the set of all elements of S which are equivalent to x and [z
is called the equivalence class determined by x or just the equivalence class of x.
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Also recall the notion of equivalence classes.

Theorem 9.3.8 Let ~ be an equivalence class defined on a set S and let H denote the set
of equivalence classes. Then if [x] and [y] are two of these equivalence classes, either x ~ vy
and [z] = [y] or it is not true that x ~y and [z] N [y] = 0.

Theorem 9.3.9 In the vector space of n X n matrices, define

A~B

if there exists an invertible matriz S such that

A=S"'BSs.
Then ~ is an equivalence relation and A ~ B if and only if whenever V is an n dimensional
vector space, there exists L € L(V,V) and bases {v1,--- ,v,} and {wy, -+ ,wy,} such that
A is the matriz of L with respect to {vy,--- ,v,} and B is the matriz of L with respect to
{wh e 7wn}-

Proof: A ~ A because S = I works in the definition. If A ~ B , then B ~ A, because
A=S"'BS

implies B = SAS™'. If A~ B and B ~ C, then
A=S"'BS B=T"'CT

and so
A=8"'T'cTS = (TS)"' CTS

which implies A ~ C. This verifies the first part of the conclusion.
Now let V be an n dimensional vector space, A ~ B so A = S~'BS and pick a basis for
v,
B={v, 0.}

L’U,L'E E Q;i0;
J

where A = (a;;) . Thus A is the matrix of the linear transformation L. Consider the diagram

Define L € L(V,V) by

]:FTL 5 ]Fn
O I
\%4 A v
BT o gt

Fm 4 Fn

where ¢, is chosen to make the diagram commute. Thus we need S = ¢’ g which requires

¢y =qpS~"
Then it follows that B is the matrix of L with respect to the basis

{qWelv e aq'yen} = {wl, e ;wn}'

That is, A and B are matrices of the same linear transformation L. Conversely, if A ~ B,
let L be as just described. Thus L = q/gAqgl = qBSBS_lqgl. Let ¢, = ¢35 and it follows
that B is the matrix of L with respect to {gzSe1,--- ,¢zSe,}. B

What if the linear transformation consists of multiplication by a matrix A and you want
to find the matrix of this linear transformation with respect to another basis? Is there an
easy way to do it? The next proposition considers this.
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Proposition 9.3.10 Let A be an m xn matriz and let L be the linear transformation which
is defined by

n n

L (i: xkek> = Z (Aey) zy, = zm: Z Ajpxre;
k=1

k=1 i=1 k=1

In simple language, to find Lx, you multiply on the left of x by A. (A is the matriz of L
with respect to the standard basis.) Then the matriz M of this linear transformation with

respect to the bases B = {uy, - ,u,} for F™ and v = {wy,--- ,w,,} for F™ is given by
-1
M=(wi -+ wp) A(w - u,)
where ( Wi o W ) is the m X m matriz which has w; as its 3t column.

Proof: Consider the following diagram.

L
F* — F™
qp T o T q~
F* — F™
M

Here the coordinate maps are defined in the usual way. Thus

n
qg(xl R )TEinui,
=1

Therefore, gg can be considered the same as multiplication of a vector in F” on the left by
the matrix ( u - uy, ) . Similar considerations apply to g,. Thus it is desired to have
the following for an arbitrary x € F™.

A(u1 u")x:(wl Wn>MX

Therefore, the conclusion of the proposition follows. W

In the special case where m = n and F = C or R and {uy,---,u,} is an orthonormal
basis and you want M, the matrix of L with respect to this new orthonormal basis, it follows
from the above that

M:(u1 BRI | )*A(ul un):U*AU

where U is a unitary matrix. Thus matrices with respect to two orthonormal bases are
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unitarily similar.

Definition 9.3.11 An n X n matriz A, is diagonalizable if there exists an invertible n X n
matriz S such that ST*AS = D, where D is a diagonal matriz. Thus D has zero entries
everywhere except on the main diagonal. Write diag (A1 ---,\,) to denote the diagonal
matriz having the A\; down the main diagonal.

The following theorem is of great significance.

Theorem 9.3.12 Let A be an n X n matriz. Then A is diagonalizable if and only if F™ has
a basis of eigenvectors of A. In this case, S of Definition 9.3.11 consists of the n X n matrix
whose columns are the eigenvectors of A and D = diag (A1, , \pn).
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Proof: Suppose first that F” has a basis of eigenvectors, {vy,- -, v, } where Av; = \;v;.
uf
Then let S denote the matrix ( Vi - Vg ) and let S~ = : where

“"’J—(S”—{ 0ifi+j

1
S~1 exists because S has rank n. Then from block multiplication,

uf uf
S1AS = (Avy -+ Av,) = (Avy - Apvn)
u,, u;,
A0 0
0 X 0
= =D.
0 -+ 0 M\,

Next suppose A is diagonalizable so STt AS = D = diag (A1, -, \,) . Then the columns
of S form a basis because S™! is given to exist. It only remains to verify that these
columns of S are eigenvectors. But letting S = ( Vi s Vg ), AS = SD and so
( Avy - Av, ) = ( AVL o0 AV ) which shows that Av;, = \;v,. B

It makes sense to speak of the determinant of a linear transformation as described in the
following corollary.

Corollary 9.3.13 Let L € L(V,V) where V is an n dimensional vector space and let A be
the matriz of this linear transformation with respect to a basis on V. Then it is possible to
define

det (L) = det (A).

Proof: Each choice of basis for V' determines a matrix for L with respect to the basis.
If A and B are two such matrices, it follows from Theorem 9.3.9 that

A=S8"'BS
and so
det (A) = det (S7") det (B) det (S5) .
But
1 =det (I) =det (S™'S) = det (S) det (S7')
and so

det (A) =det(B) B

Definition 9.3.14 Let A € L(X,Y) where X and Y are finite dimensional vector spaces.
Define rank (A) to equal the dimension of A (X).

The following theorem explains how the rank of A is related to the rank of the matrix
of A.

Theorem 9.3.15 Let A € L(X,Y). Then rank (A) = rank (M) where M is the matriz of
A taken with respect to a pair of bases for the vector spaces X, and Y.
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Proof: Recall the diagram which describes what is meant by the matrix of A. Here the
two bases are as indicated.

ﬂ:{vla"'vvn} X A Y {wl,-u,wm}:’y
QﬁT © qu

Fn MFm

Let {Az,---, Az, } be a basis for AX. Thus

{quqglxl, .. ,quqgll‘r}
is a basis for AX. It follows that
{MQ;(1x17 T an;(lx'r}

is linearly independent and so rank (A) < rank (M). However, one could interchange the
roles of M and A in the above argument and thereby turn the inequality around. B
The following result is a summary of many concepts.

Theorem 9.3.16 Let L € L(V,V) where V is a finite dimensional vector space. Then the
following are equivalent.

1. L s one to one.

2. L maps a basis to a basts.
3. L is onto.

4. det (L) #0

5. If Lv =0 then v =0.

Proof: Suppose first L is one to one and let 8 = {v;};—, be a basis. Thenif Y "' | ¢;Lv; =
0 it follows L (3", ¢;v;) = 0 which means that since L (0) = 0, and L is one to one, it must
be the case that Y., c;v; = 0. Since {v;} is a basis, each ¢; = 0 which shows {Lv;} is a
linearly independent set. Since there are n of these, it must be that this is a basis.

Now suppose 2.). Then letting {v;} be a basis, and y € V, it follows from part 2.) that
there are constants, {¢;} such that y =Y | ¢;Lv; = L(Y_—, ¢;v;) . Thus L is onto. It has
been shown that 2.) implies 3.).

Now suppose 3.). Then the operation consisting of multiplication by the matrix of L, [L],
must be onto. However, the vectors in F” so obtained, consist of linear combinations of the
columns of [L]. Therefore, the column rank of [L] is n. By Theorem 3.3.23 this equals the
determinant rank and so det ([L]) = det (L) # 0.

Now assume 4.) If Lv = 0 for some v # 0, it follows that [L]x = 0 for some x # 0.
Therefore, the columns of [L] are linearly dependent and so by Theorem 3.3.23, det ([L]) =
det (L) = 0 contrary to 4.). Therefore, 4.) implies 5.).

Now suppose 5.) and suppose Lv = Lw. Then L (v —w) = 0 and so by 5.), v —w =0
showing that L is one to one. B

Also it is important to note that composition of linear transformations corresponds to
multiplication of the matrices. Consider the following diagram in which [A] ; denotes the
matrix of A relative to the bases v on Y and 8 on X, [B] 5~ defined similarly.

X A Y B Z
gt o tag o 1Tg

F”%Fm%ﬂw
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where A and B are two linear transformations, A € £(X,Y) and B € L(Y,Z). Then
Bo A € L£(X,Z) and so it has a matrix with respect to bases given on X and Z, the
coordinate maps for these bases being gz and g¢s respectively. Then

BoA=gq;[Bls,¢v45" [Al 395" = a5 [Bls, [Al,5 45

But this shows that [B];, [A] 5 plays the role of [B o A5, , the matrix of B o A. Hence the
matrix of B o A equals the product of the two matrices [A] ; and [B];, . Of course it is
interesting to note that although [B o A5, must be unique, the matrices, [4], 5 and [B];
are not unique because they depend on -, the basis chosen for Y.

Y

Theorem 9.3.17 The matriz of the composition of linear transformations equals the prod-
uct of the matrices of these linear transformations.

9.3.1 Some Geometrically Defined Linear Transformations

If T is any linear transformation which maps F" to F"", there is always an m X n matrix
A = [T] with the property that
Ax =Tx (9.4)
for all x € F™. You simply take the matrix of the linear transformation with respect to the
standard basis. What is the form of A? Suppose T : F* — F™ is a linear transformation
and you want to find the matrix defined by this linear transformation as described in 9.4.
Then if x € F™ it follows
n
X = Z €T;€e;
i=1

where e; is the vector which has zeros in every slot but the i** and a 1 in this slot. Then
since T'is linear,

Tx = i ;T (e;)
i=1

| | 2 2
A

‘ | T T

Il
N~
—~
o
&
-
N
—~
)
3
N
Il

and so you see that the matrix desired is obtained from letting the i** column equal T (e;) .
This proves the following theorem.

Theorem 9.3.18 Let T be a linear transformation from F™ to F™. Then the matriz A
satisfying 9.4 is given by

where Te; is the it" column of A.

Example 9.3.19 Determine the matriz for the transformation mapping R? to R? which
consists of rotating every vector counter clockwise through an angle of 6.

Let e = ( (1) ) and ey = < (1) > . These identify the geometric vectors which point

along the positive x axis and positive y axis as shown.
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€2

€1

From Theorem 9.3.18, you only need to find T'e; and T'es, the first being the first column
of the desired matrix A and the second being the second column. From drawing a picture
and doing a little geometry, you see that

cos 6 —sind
Ter = ( sin 0 ),Tez— ( cos 6 )
Therefore, from Theorem 9.3.18,
cos —sinf
A= < sinf  cosf >
Example 9.3.20 Find the matriz of the linear transformation which is obtained by first

rotating all vectors through an angle of ¢ and then through an angle 6. Thus you want the
linear transformation which rotates all angles through an angle of 0 + ¢.

Let Ty, 4 denote the linear transformation which rotates every vector through an angle
of 0 + ¢. Then to get Ty14, you could first do Ty and then do Ty where Ty is the linear
transformation which rotates through an angle of ¢ and Tj is the linear transformation
which rotates through an angle of 6. Denoting the corresponding matrices by Agig, Ag,
and Ay, you must have for every x

A9+¢X = T9+¢X = T9T¢X = A9A¢X.

sessssrssrssssessansanerrsrsarsansanesrnerrarsarsassansenessassassssssessfilCate]-Lucent @
www.alcatel-lucent.com/careers

One geher:;trion’s transform;tioF is the next’s status quo.
In the near future, pecple may soon think it's strange that
devices ever had to be “plugged in.” To obtain that status, there

needs to be “The Shift".
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Consequently, you must have

- cos(0+¢) —sin(0+¢) \
Aoty = < sin (0 +¢) cos(0+ ¢) ) = Aods

_ cosf) —sin@ cos¢p —sing
o sinf  cosf sing cos¢ )’
Therefore,

cos(0+¢) —sin(@+¢) \ [ cosfcos¢p —sinfsing —cosfsing —sinécos¢
sin (0 +¢) cos(0+ ¢) "\ sinfcos¢ + cosfsing  cosfcosp — sinfsin ¢ '

Don’t these look familiar? They are the usual trig. identities for the sum of two angles
derived here using linear algebra concepts.

Example 9.3.21 Find the matriz of the linear transformation which rotates vectors in
R3 counterclockwise about the positive z axis.
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Download free eBooks at bookboon.com



Let T be the name of this linear transformation. In this case, Te; = e3,Te; =
(cosf,sind, O)T ,and Tey = (—sin b, cos 6, O)T . Therefore, the matrix of this transformation
is just

cosf —sinf 0
sinf cosf 0 (9.5)
0 0 1

In Physics it is important to consider the work done by a force field on an object. This
involves the concept of projection onto a vector. Suppose you want to find the projection
of a vector, v onto the given vector, u, denoted by proj, (v) This is done using the dot

product as follows.
) v-u
proj, (v) = (3 ) u

u-u

Because of properties of the dot product, the map v — proj,, (v) is linear,

(=) ama (2 ()

= aproj, (v) + fproj, (w).

proj, (av+pw)

Example 9.3.22 Let the projection map be defined above and let u = (1,2,3)T. Find the
matriz of this linear transformation with respect to the usual basis.

You can find this matrix in the same way as in earlier examples. proj, (e;) gives the it
column of the desired matrix. Therefore, it is only necessary to find

. _ [ €iu
proj, (e;) = (u : u) u

For the given vector in the example, this implies the columns of the desired matrix are

1 1 1
Tl ) 2 2] 2]
14 3 14 3 14 3
Hence the matrix is
1 1 2 3
— 4 6
4\3 56 9

Example 9.3.23 Find the matriz of the linear transformation which reflects all vectors in
R3 through the xz plane.

As illustrated above, you just need to find T'e; where T' is the name of the transformation.

But Te; = e1,Te3 = e3, and Tey = —ey so the matrix is
1 0 O
0 -1 0
0 0 1

Example 9.3.24 Find the matriz of the linear transformation which first rotates counter
clockwise about the positive z axis and then reflects through the xz plane.
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This linear transformation is just the composition of two linear transformations having
matrices

cosf@ —sinf O 1 0 O
sinf cosf O |, 0 -1 O
0 0 1 0 0 1
respectively. Thus the matrix desired is
1 0 O cosf@ —sinf O cosf —sinf O
0 -1 0 sinf cosf O = —sinf —cosf 0
0 0 1 0 0 1 0 0 1

9.3.2 Rotations About A Given Vector

As an application, I will consider the problem of rotating counter clockwise about a given
unit vector which is possibly not one of the unit vectors in coordinate directions. First
consider a pair of perpendicular unit vectors, u; and us and the problem of rotating in the
counterclockwise direction about ug where uz = u; X us so that up, us,us forms a right
handed orthogonal coordinate system. Thus the vector us is coming out of the page.

0

ug
ug

Let T denote the desired rotation. Then
T (au1 + bllg + Cll3) = aTu1 + lelQ + CTll3

= (acosf — bsinf)u; + (asinf + bcosf) uy + cus.

Thus in terms of the basis v = {u1,us,uz}, the matrix of this transformation is

cos —sinf 0
[T],=| sin® cos® 0
0 0 1

I want to obtain the matrix of the transformation in terms of the usual basis § = {e1, e2, e3}
because it is in terms of this basis that we usually deal with vectors. From Proposition 9.3.10,
if [T4 is this matrix,

cosf —sinf O
sinf cosf O
0 0 1

= (w w w) [T(wm w u)

and so you can solve for [T, if you know the u;.
Recall why this is so.

RS [T]., RS
m,
oy
R® T, R
It o It
R® [T], R?
—
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The map ¢, is accomplished by a multiplication on the left by ( u; uz us ) . Thus

Tlp =gy [T =(wm we ug )T, (wm w uy )_1‘

Suppose the unit vector us about which the counterclockwise rotation takes place is
(a,b,c). Then I obtain vectors, u; and uy such that {uy, uz, us} is a right handed orthonor-
mal system with us = (a,b,¢) and then use the above result. It is of course somewhat
arbitrary how this is accomplished. I will assume however, that |c| # 1 since otherwise you
are looking at either clockwise or counter clockwise rotation about the positive z axis and
this is a problem which has been dealt with earlier. (If ¢ = —1, it amounts to clockwise
rotation about the positive z axis while if ¢ = 1, it is counter clockwise rotation about the
positive z axis.)

Then let uz = (a,b,c) and ug = (b, —a,0). This one is perpendicular to uz. If

1
Vazto?
{u1,us,u3} is to be a right hand system it is necessary to have

1
@ +02) (@10 + )

u; = ug X ug =

(—ac, —be,a? + b2)

Now recall that us is a unit vector and so the above equals

1

m (—ClC, —bC, CL2 + b2)

Then from the above, A is given by

-1

—ac b a —ac b
V/(a2+0?) a?4b? cosf —sinf 0 V(@2+b2)  Va2+b?
—bc —a . —be —a
T Ve b sinf cosf O ) pEwE

Vva? + b2 0 c 0 0 1 va? +b? 0 c

Of course the matrix is an orthogonal matrix so it is easy to take the inverse by simply
taking the transpose. Then doing the computation and then some simplification yields

a?+ (1—a*)cos  ab(l —cosf) —csinf ac(l—cosb)+ bsinf
= | ab(l—cosf) +csinf  b*+ (1 —0?)cos  be(l—cos) —asinf |. (9.6)
ac(l—cosf) —bsinf be(l—cosf)+asingd 2+ (1—c?)cosf
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With this, it is clear how to rotate clockwise about the unit vector, (a,b,¢). Just rotate
counter clockwise through an angle of —f. Thus the matrix for this clockwise rotation is just

a? + (1 —a?)cos  ab(l—cosf)+csind ac(l—cosf)—bsind
= | ab(l—cosf) —csinf  b*+ (1—b?)cosf  be(l—cosh) + asinf
ac(l—cosf) +bsinf be(l—cosf) —asingd 2+ (1—c?)cosf

In deriving 9.6 it was assumed that ¢ # £1 but even in this case, it gives the correct
answer. Suppose for example that ¢ = 1 so you are rotating in the counter clockwise
direction about the positive z axis. Then a,b are both equal to zero and 9.6 reduces to 9.5.

9.3.3 The Euler Angles

An important application of the above theory is to the Euler angles, important in the
mechanics of rotating bodies. Lagrange studied these things back in the 1700’s. To describe
the Euler angles consider the following picture in which x1, 2 and x5 are the usual coordinate

/
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axes fixed in space and the axes labeled with a superscript denote other coordinate axes.
Here is the picture.

2 3
1 3 2 _ .3
T3 =23 o T3 = a3
3
1
x
xl 2 x5
T2 SL'%
@ aq = af (0
2
X1 Ty
aq af

We obtain ¢ by rotating counter clockwise about the fixed x3 axis. Thus this rotation
has the matrix
cos¢ —sing 0
sing cos¢p 0 | =M (¢)
0 0 1

Next rotate counter clockwise about the z} axis which results from the first rotation through
an angle of 6. Thus it is desired to rotate counter clockwise through an angle 6 about the
unit vector

cos¢y —sing 0 1 cos ¢
sing cos¢p O 0 | = sin ¢
0 0 1 0 0

Therefore, in 9.6, a = cos ¢, b = sin ¢, and ¢ = 0. It follows the matrix of this transformation
with respect to the usual basis is

cos? ¢ +sin® pcosh  cospsing (1 —cosh)  sinpsind
cospsing (1 —cos@) sin® ¢ + cos® pcosf —cospsind | = My (¢,0)
—sin¢sin 6 cos ¢ sin 6 cos 6

Finally, we rotate counter clockwise about the positive z3 axis by . The vector in the

positive x1 axis is the same as the vector in the fixed x3 axis. Thus the unit vector in the

positive direction of the z3 axis is

cos? ¢ +sin® pcosh  cospsing (1 —cosh)  sinpsinb 1
cospsing (1 —cosf) sin® ¢ + cos® pcosh  — cos Psin b 0
—singsing cos ¢ sin 0 cos 0
cos? ¢ + sin? ¢ cos 0 cos? ¢ + sin® ¢ cos 0
= cosgsing (1 —cosf) | = | cospsing (1 — cosb)
—sin¢sinf —sin¢sinf

and it is desired to rotate counter clockwise through an angle of ¥ about this vector. Thus,
in this case,

a = cos? ¢ +sin® pcosh,b = cospsiné (1 — cosh),c = —sin @sin 6.

and you could substitute in to the formula of Theorem 9.6 and obtain a matrix which rep-
resents the linear transformation obtained by rotating counter clockwise about the positive
23 axis, M3 (¢,0,v) . Then what would be the matrix with respect to the usual basis for the
linear transformation which is obtained as a composition of the three just described? By
Theorem 9.3.17, this matrix equals the product of these three,

Ms (¢,0,¢) Mz (¢,0) My ().

Download free eBooks at bookboon.com



I leave the details to you. There are procedures due to Lagrange which will allow you to
write differential equations for the Euler angles in a rotating body. To give an idea how
these angles apply, consider the following picture.

T3 z3(t)

Z2

T

line of nodes

This is as far as I will go on this topic. The point is, it is possible to give a systematic
description in terms of matrix multiplication of a very elaborate geometrical description of
a composition of linear transformations. You see from the picture it is possible to describe
the motion of the spinning top shown in terms of these Euler angles.

9.4 Eigenvalues And Eigenvectors Of Linear Transfor-
mations

Let V be a finite dimensional vector space. For example, it could be a subspace of C"or R".
Also suppose A € L(V, V).

Definition 9.4.1 The characteristic polynomial of A is defined as q(A) = det (M — A).
The zeros of g () in F are called the eigenvalues of A.

Lemma 9.4.2 When X is an eigenvalue of A which is also in F, the field of scalars, then
there exists v # 0 such that Av = Av.

Proof: This follows from Theorem 9.3.16. Since A € I,
M—AeL(V,V)

and since it has zero determinant, it is not one to one. W
The following lemma gives the existence of something called the minimal polynomial.

Lemma 9.4.3 Let A € L(V,V) where V is a finite dimensional vector space of dimension
n with arbitrary field of scalars. Then there exists a unique polynomial of the form

p(/\) =" +Cm_1/\m71 + "'+Cl/\+CQ

such that p (A) =0 and m is as small as possible for this to occur.
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Proof: Consider the linear transformations, I, A, A%, - - ,A”z. There are n®+1 of these
transformations and so by Theorem 9.2.3 the set is linearly dependent. Thus there exist

constants, ¢; € F such that

n2

col + Z AP = 0.
k=1
This implies there exists a polynomial, ¢ (A) which has the property that ¢ (A) = 0. In fact,
2
one example is ¢(\) = ¢o + >_p_; ek Dividing by the leading term, it can be assumed
this polynomial is of the form A™ + ¢, 1 A™ ' + - -+ + ¢4\ + ¢, a monic polynomial. Now
consider all such monic polynomials, ¢ such that ¢ (A) = 0 and pick the one which has the
smallest degree m. This is called the minimal polynomial and will be denoted here by p (\) .
If there were two minimal polynomials, the one just found and another,

A b dy N di N+ d.
Then subtracting these would give the following polynomial,
T = (dm-1 = Cm-1) A" '+ (di — ) A+ do — o

Since g (A) = 0, this requires each dy = ¢, since otherwise you could divide by dj — ¢, where
k is the largest one which is nonzero. Thus the choice of m would be contradicted. H

Theorem 9.4.4 Let V' be a nonzero finite dimensional vector space of dimension n with
the field of scalars equal to F. Suppose A € L (V,V) and for p(X) the minimal polynomial
defined above, let p € F be a zero of this polynomial. Then there exists v # 0,0 € V such
that

Av = pw.

If F =C, then A always has an eigenvector and eigenvalue. Furthermore, if {\1,- -, Am}
are the zeros of p(\) in F, these are exactly the eigenvalues of A for which there exists an
etgenvector in V.
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Proof: Suppose first p is a zero of p (). Since p (u) = 0, it follows
p(A)=A=pk()

where k£ () is a polynomial having coefficients in F. Since p has minimal degree, k (4) # 0
and so there exists a vector, u # 0 such that k (A) u = v # 0. But then

(A—plv=(A—pl)k(A) (u)=0.

The next claim about the existence of an eigenvalue follows from the fundamental theo-
rem of algebra and what was just shown.

It has been shown that every zero of p (\) is an eigenvalue which has an eigenvector in
V. Now suppose p is an eigenvalue which has an eigenvector in V' so that Av = pwv for some
v € V,v # 0. Does it follow p is a zero of p (A)?

0=p(A)v=p(wv

and so u is indeed a zero of p(\). A
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In summary, the theorem says that the eigenvalues which have eigenvectors in V' are
exactly the zeros of the minimal polynomial which are in the field of scalars F.

9.5 Exercises

1. If A, B, and C are each n x n matrices and ABC is invertible, why are each of A, B,
and C' invertible?

2. Give an example of a 3 x 2 matrix with the property that the linear transformation
determined by this matrix is one to one but not onto.

3. Explain why Ax = 0 always has a solution whenever A is a linear transformation.

4. Review problem: Suppose det (A — A\I) = 0. Show using Theorem 3.1.15 there exists
x # 0 such that (A — A)x=0.

5. How does the minimal polynomial of an algebraic number relate to the minimal poly-
nomial of a linear transformation? Can an algebraic number be thought of as a linear
transformation? How?

6. Recall the fact from algebra that if p (\) and ¢ () are polynomials, then there exists
I(A\), a polynomial such that

g =pN L) +7r(N)

where the degree of r ()) is less than the degree of p () or else r (A\) = 0. With this in
mind, why must the minimal polynomial always divide the characteristic polynomial?
That is, why does there always exist a polynomial [ () such that p(A)1(N\) = ¢(\)?
Can you give conditions which imply the minimal polynomial equals the characteristic
polynomial? Go ahead and use the Cayley Hamilton theorem.

7. In the following examples, a linear transformation, T is given by specifying its action
on a basis 8. Find its matrix with respect to this basis.

() (3
(1)

0 0 —1
wr(P)=2(1)e (7 )r()
8. Let 8 ={uy, - ,u,} be a basis for F* and let T : F* — F™ be defined as follows.

on(1)-+(3) (1))

First show that T is a linear transformation. Next show that the matrix of T" with
respect to this basis, [T, is

by
bn
Show that the above definition is equivalent to simply specifying T" on the basis vectors
of 8 by
T (uk) = bkuk.
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10.

11.

12.

13.

14.

15.

16.

17.

1In the situation of the above problem, let v = {eq, - ,e,} be the standard basis for
F”™ where e}, is the vector which has 1 in the k" entry and zeros elsewhere. Show that

1], =

(u1 un)[T]B(ul ey, )_1 (9.7)

TGeneralize the above problem to the situation where T' is given by specifying its
action on the vectors of a basis 8 = {uy,--- ,u,} as follows.

n
Tuy, = E ajrpu;.
j=1

Letting A = (ai;), verify that for v = {e1,--- ,e,}, 9.7 still holds and that [T]ﬁ = A.

Let P3 denote the set of real polynomials of degree no more than 3, defined on an
interval [a,b]. Show that P is a subspace of the vector space of all functions defined
on this interval. Show that a basis for Pj is {1,x,x2,a¢3}. Now let D denote the
differentiation operator which sends a function to its derivative. Show D is a linear
transformation which sends P; to P3. Find the matrix of this linear transformation
with respect to the given basis.

Generalize the above problem to P,, the space of polynomials of degree no more than
n with basis {1,z,--- ,2"}.

In the situation of the above problem, let the linear transformation be T' = D? + 1,
defined as T f = f” + f. Find the matrix of this linear transformation with respect to
the given basis {1,x,--- ,z™}. Write it down for n = 4.

In calculus, the following situation is encountered. There exists a vector valued func-
tion f:U — R™ where U is an open subset of R". Such a function is said to have
a derivative or to be differentiable at x € U if there exists a linear transformation
T :R™ — R™ such that

lim f(x+v)—f(x)—Tv] _
v—0 |V|

0.

First show that this linear transformation, if it exists, must be unique. Next show
that for 3 = {e1,--- ,e,},, the standard basis, the k** column of [T]ﬁ is

of
8$k

Actually, the result of this problem is a well kept secret. People typically don’t see
this in calculus. It is seen for the first time in advanced calculus if then.

(x) .-

Recall that A is similar to B if there exists a matrix P such that A = P~1BP. Show
that if A and B are similar, then they have the same determinant. Give an example
of two matrices which are not similar but have the same determinant.

Suppose A € L (V,W) where dim (V') > dim (W) . Show ker (A) # {0}. That is, show
there exist nonzero vectors v € V such that Av = 0.

A vector v is in the convex hull of a nonempty set S if there are finitely many vectors
of S,{v1, -+, vy} and nonnegative scalars {¢;,--- ,;,} such that

m m
V:Ztkvk, Ztkil.
k=1 k=1
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18.

19.

20.

21.

Such a linear combination is called a convex combination. Suppose now that S C V|
a vector space of dimension n. Show that if v = 221:1 tp vy is a vector in the convex
hull for m > n + 1, then there exist other scalars {¢}.} such that

m—1
v = E V.
k=1

Thus every vector in the convex hull of S can be obtained as a convex combination
of at most n + 1 points of S. This incredible result is in Rudin [23]. Hint: Consider
L:R™ — V x R defined by

L(a) = <Z ARV, Z ak>
k=1 k=1

Explain why ker (L) # {0} . Next, letting a € ker (L) \ {0} and A € R, note that
Aa €ker (L). Thus for all A € R,

V= Z (tk + )\ak) Vi.
k=1

Now vary A till some ¢ + Aap = 0 for some ay # 0.

For those who know about compactness, use Problem 17 to show that if § C R™ and
S is compact, then so is its convex hull.

Suppose Ax = b has a solution. Explain why the solution is unique precisely when
Ax = 0 has only the trivial (zero) solution.

Let A be an n x n matrix of elements of F. There are two cases. In the first case,
F contains a splitting field of p4 (A) so that p () factors into a product of linear
polynomials having coefficients in F. It is the second case which is of interest here
where p4 (A\) does not factor into linear factors having coefficients in F. Let G be a
splitting field of pa (A\) and let g4 (A) be the minimal polynomial of A with respect
to the field G. Explain why g4 (A) must divide pa (A). Now why must g4 (A\) factor
completely into linear factors?

In Lemma 9.2.2 verify that L is linear.
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Canonical Forms

10.1 A Theorem Of Sylvester, Direct Sums

The notation is defined as follows.
Definition 10.1.1 Let L € L(V,W). Thenker (L) ={v €V : Lv =0}.
Lemma 10.1.2 Whenever L € L(V, W), ker (L) is a subspace.
Proof: If a,b are scalars and v,w are in ker (L), then
L(av+bw)=aLl(v)+bL(w)=0+0=0M1

Suppose now that A € L(V,W) and B € L (W,U) where V, W, U are all finite dimen-
sional vector spaces. Then it is interesting to consider ker (BA). The following theorem of
Sylvester is a very useful and important result.

Theorem 10.1.3 Let A€ L(V,W) and B € L(W,U) where V,W,U are all vector spaces
over a field F. Suppose also that ker (A) and A (ker (BA)) are finite dimensional subspaces.

Then

dim (ker (BA)) < dim (ker (B)) + dim (ker (A4)).

Equality holds if and only if A (ker (BA)) = ker (B).
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Proof: If x € ker (BA), then Ax € ker (B) and so A (ker (BA)) C ker (B) . The following
picture may help.

ker(BA)

Now let {x1,---,z,} be a basis of ker (4) and let {Ay1,- -, Aym} be a basis for
A (ker (BA)) . Take any z € ker (BA). Then Az =) _!" , a;Ay; and so

A <Z - ia1y1> =0
i=1

which means z — Y ;" | a;y; € ker (4) and so there are scalars b; such that

m n
z— E aiyi = E bix;.
i=1 =1
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It follows span (z1, -+ ,Zn, Y1, -+ ,Ym) =2 ker (BA) and so by the first part, (See the picture.)
dim (ker (BA)) < n +m < dim (ker (4)) 4 dim (ker (B))

Now {z1, "+ ,Zn,y1, " ,Ym] is linearly independent because if
Zaq;osi + Z bjyj = 0
i J

then you could do A to both sides and conclude that > j bjAy; = 0 which requires that each
b; = 0. Then it follows that each a; = 0 also because it implies ), a;z; = 0. Thus

{xla"' yLny Y1, 7ym}

is a basis for ker (BA). Then A (ker (BA)) = ker (B) if and only if m = dim (ker (B)) if and
only if
dim (ker (BA)) = m 4+ n = dim (ker (B)) + dim (ker (4)). &

Of course this result holds for any finite product of linear transformations by induc-
tion. One way this is quite useful is in the case where you have a finite product of linear
transformations Hi‘:1 L; all in £(V,V). Then

1 1
dim (kerH Li> < Z dim (ker L;) .
i=1 i=1
Definition 10.1.4 Let {V;}._, be subspaces of V. Then
Y Vi=Vi+- 4V,
i=1

denotes all sums of the form Y .._, v; where v; € V;. If whenever

> v =0,v; €V, (10.1)
=1
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it follows that v; = 0 for each i, then a special notation is used to denote y.._, Vi. This

notation is
ie---aV,

and it is called a direct sum of subspaces.
Now here is a useful lemma which is likely already understood.

Lemma 10.1.5 Let L € L(V,W) where VW are n dimensional vector spaces. Then if L
is one to one, it follows that L is also onto. In fact, if {v1, -+ ,v,} is a basis, then so is
{Lvy,---, Lo, }.

Proof: Let {v1,--- ,v,} be a basis for V. Then I claim that {Lvq,---, Lv,} is a basis
for W. First of all, I show {Luvy,---, Lv,} is linearly independent. Suppose

i CkL”Uk =0.
k=1
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Then
L (Z Ck’Uk) =0
k=1

and since L is one to one, it follows

n
E CrLVL = 0
k=1

which implies each ¢, = 0. Therefore, {Lvy,---,Lv,} is linearly independent. If there
exists w not in the span of these vectors, then by Lemma 8.2.10, {Luvy,- - , Lv,, w} would
be independent and this contradicts the exchange theorem, Theorem 8.2.4 because it would
be a linearly independent set having more vectors than the spanning set {v, -+ ,v,}. R

Lemma 10.1.6 If V=V & --- &V, and if 8, = {v§,~~~ ,vﬁni} is a basis for V;, then a
basis for V is {8y, -, B, }. Thus

dim (V) = Zdim(Vi).

Proof: Suppose 2;1 Z;”:l cijv;» = 0. then since it is a direct sum, it follows for each 1,

m;
}: i _
cijvj = 0
=1
and now since {v},--- v}, } is a basis, each ¢;; = 0. W

Here is a fundamental lemma.
Lemma 10.1.7 Let L; be in L(V,V) and suppose for i # j,L;L; = L;L; and also L; is

one to one on ker (L;) whenever i # j. Then

P
ker (H LZ-) =ker(L1)® +---+ Dker (L)
i=1

Here T10_, L; is the product of all the linear transformations.

Proof: First suppose p = 2. Then denote the two operators by A, B respectively. By
Sylvester,
dim (BA) < dim (A) + dim (B) (10.2)

Does equality hold? By Lemma 10.1.3 it suffices to check whether A (ker (BA)) = ker (B).
By Lemma 10.1.5, and since the operators commute,

A : ker (B) — ker (B), one to one and onto.
If y € ker (B), is y = Az where 2 € ker (BA)? Let 2 = A~'y. Then z € ker (B) and
BAz = BAA 'y =By =0.

Thus equality holds in the above Sylvester inequality 10.2. Now if a € ker (4) and b €
ker (B), and a + b = 0, then

0=A(a+b)=Aa+ Ab=Ab
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Since Ab = 0, and A is one to one on ker (B), it follows that b = 0. Similarly ¢ = 0 and so,
since these operators commute,

ker (A) 4 ker (B) = ker (4) @ ker (B) C ker (BA)
Then it follows from Sylvester’s inequality again that

dim (ker (BA)) < dim (ker (A)) + dim (ker (B))
dim (ker (A) @ ker (B)) < dim (ker (BA))

and so ker (BA) = ker (A) @ ker (B). Thus the lemma is true if p = 2. Suppose it is true for
p — 1. Then from what was just shown and induction,

p—1 p—1
ker (Lp H Li> = ker (L) & ker (H L7;>
i=1 i=1

=ker (L,) ®ker (Ly—1) & --- G ker (L;) B

10.2 Direct Sums, Block Diagonal Matrices

Let V be a finite dimensional vector space with field of scalars F. Here I will make no
assumption on F. Also suppose A € L(V,V).

Recall Lemma 9.4.3 which gives the existence of the minimal polynomial for a linear
transformation A. This is the monic polynomial p which has smallest possible degree such
that p(A) = 0. Tt is stated again for convenience.

Lemma 10.2.1 Let A € L(V,V) where V is a finite dimensional vector space of dimension
n with field of scalars F. Then there exists a unique monic polynomial of the form

PO = A"+ A" )+
such that p (A) =0 and m is as small as possible for this to occur.

Now it is time to consider the notion of a direct sum of subspaces. Recall you can
always assert the existence of a factorization of the minimal polynomial into a product of
irreducible polynomials. This fact will now be used to show how to obtain such a direct
sum of subspaces.

Definition 10.2.2 For A € L(V,V) where dim (V') = n, suppose the minimal polynomial

1S
q

p(N) =TT

k=1
where the polynomials ¢;, have coefficients in F and are irreducible. Now define the gener-
alized eigenspaces

Vie = ker (¢4 (4))™)

Note that if one of these polynomials (¢, (X))™ is a monic linear polynomial, then the gen-
eralized eigenspace would be an eigenspace.

Theorem 10.2.3 In the context of Definition 10.2.2,
V=Vieo---aV, (10.3)

and each Vi, is A invariant, meaning A (Vi) C Vi. ¢; (A) is one to one on each Vi, for k # 1.
If B, = {in?--- ,vfm} is a basis for V;, then {51,52, e 7ﬁq} s a basis for V.
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Proof: It is clear Vi is a subspace which is A invariant because A commutes with
¢y, (A)™* . Tt is clear the operators ¢, (A)™ commute. Thus if v € Vj,

br (A)™ ¢y (A)" v = (A)" ¢y (A) " v =10, (A)"0=0

and so ¢, (A)" : Vi — Vi.
I claim ¢; (A) is one to one on Vi whenever k # [. The two polynomials ¢; (\) and
¢5, (N\)"* are relatively prime so there exist polynomials m (\),n (\) such that

m(A) dp (A) +n(X) d (M) =1

It follows that the sum of all coefficients of A raised to a positive power are zero and the
constant term on the left is 1. Therefore, using the convention A® = I it follows

m (A) ¢y (A) +n(A) gy, (A)™" =1
If v € Vj, then from the above,
m (A) ¢ (A)v+n(A) gy (A) ™" v=v
Since v is in Vj, it follows by definition,
m(A) ¢ (A)v =0

and so ¢, (A)v # 0 unless v = 0. Thus ¢, (A) and hence ¢, (4)" is one to one on Vj, for
every k # . By Lemma 10.1.7 and the fact that ker ([T{_, ¢ (\)"*) = V, 10.3 is obtained.
The claim about the bases follows from Lemma 10.1.6. W

You could consider the restriction of A to Vi. It turns out that this restriction has
minimal polynomial equal to ¢, (A)"".

Corollary 10.2.4 Let the minimal polynomial of A be p(X) = [[}_, ¢ (\)™" where each
¢y, is irreducible. Let Vi, = ker (¢ (A)™"). Then

Vie eV, =V

and letting Ay, denote the restriction of A to Vi, it follows the minimal polynomial of Ay is

dp (M)

Proof: Recall the direct sum, Vi & -+ @V, =V where V}, = ker (¢, (4)"") for p(A) =
[15_; ¢ (\)™" the minimal polynomial for A where the ¢, (\) are all irreducible. Thus each
V} is invariant with respect to A. What is the minimal polynomial of Ay, the restriction of
A to V? First note that ¢, (Ax)™* (Vi) = {0} by definition. Thus if 7 ()\) is the minimal
polynomial for Ay then it must divide ¢, (A\)™* and so by Corollary 8.3.11 (\) = ¢, (\)"™
where 7, < my. Could rp < my? No, this is not possible because then p(\) would fail
to be the minimal polynomial for A. You could substitute for the term ¢, (A\)"* in the
factorization of p (\) with ¢, (A\)"™" and the resulting polynomial p’ would satisfy p’ (4) = 0.
Here is why. From Theorem 10.2.3, a typical x € V is of the form

q
E v, v; € V;
i=1

Then since all the factors commute,

oA (z ) 60 A" 6 ()" (z )
1=1 L

itk
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For j # k

It j =k,

q
[ o (™ oy (4)™ v = 0
i#k
which shows p’ () is a monic polynomial having smaller degree than p (A) such that p’ (A) =
0. Thus the minimal polynomial for Ay is ¢, (A\)"* as claimed. B
How does Theorem 10.2.3 relate to matrices?

Theorem 10.2.5 Suppose V is a vector space with field of scalars F and A € L(V,V).
Suppose also
V=Vio---0V,

where each Vi, is A invariant. (AVy, C Vi) Also let 5, be an ordered basis for Vi, and let Ay,
denote the restriction of A to Vi,. Letting M* denote the matriz of Ay with respect to this

basis, it follows the matriz of A with respect to the basis {[31, e ,,Bq} 18
M! 0
0 M4

Proof: Let 8 denote the ordered basis {51, e ,Bq} ,|8%| being the number of vectors
in B,. Let g : F!8xl — V} be the usual map such that the following diagram commutes.

Ay
Vk — Vk
aw?t o Ta
. — F"
Mk

Thus Argr = qpM*. Then if ¢ is the map from F” to V corresponding to the ordered basis
B just described,

q(O cee X e ())T:qu’

where x occupies the positions between Zf;ll |6;] + 1 and Zle |6;]. Then M will be the
matrix of A with respect to 8 if and only if a similar diagram to the above commutes.
Thus it is required that Aq = ¢M. However, from the description of ¢ just made, and the
invariance of each Vj,

0 M! 0 0
Ag| x | = Apgex = g MFx = ¢ MF X
0 0 M1 0

It follows that the above block diagonal matrix is the matrix of A with respect to the given
ordered basis. W
An examination of the proof of the above theorem yields the following corollary.
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Corollary 10.2.6 If any f3; in the above consists of eigenvectors, then M* is a diagonal
matriz having the corresponding eigenvalues down the diagonal.

It follows that it would be interesting to consider special bases for the vector spaces in
the direct sum. This leads to the Jordan form or more generally other canonical forms such
as the rational canonical form.

10.3 Cyclic Sets

It was shown above that for A € £(V,V) for V a finite dimensional vector space over the
field of scalars IF, there exists a direct sum decomposition

V=Vie --aV,
where
Vi, = ker (¢, (4)™*)

and ¢, () is an irreducible polynomial. Here the minimal polynomial of A was

[T éx o)™
k=1

Next I will consider the problem of finding a basis for Vj such that the matrix of A
restricted to Vi assumes various forms.
Definition 10.3.1 Letting x # 0 denote by (3, the vectors {m,Am,AQx, e ,Am_lx} where

m is the smallest such that A™x € span (m, e 7Am_lgv) . This is called an A cyclic set.
The vectors which result are also called a Krylov sequence. For such a sequence of vectors,

B, | = m.

The first thing to notice is that such a Krylov sequence is always linearly independent.

Lemma 10.3.2 Let 8, = {x,A:r,AQx, e ,Amflx} ,x # 0 where m is the smallest such
that A™x € span (m, e 7Am_lac) . Then B, is linearly independent.

Proof: Suppose that there are scalars ag, not all zero such that

m—1
Z apAFz =0
k=0

Then letting a, be the last nonzero scalar in the sum, you can divide by a, and solve for
ATz as a linear combination of the A7x for j < r < m — 1 contrary to the definition of m.
|

For more on the next lemma and the following theorem, see [14]. I am following the
presentation in Friedberg Insel and Spence [9]. See also Herstein [13]. To help organize the
ideas in the lemma, here is a diagram.

ker(¢(A)™)
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Lemma 10.3.3 Let W be an A invariant (AW C W) subspace of ker (¢ (A)™) for m a
positive integer where ¢ (\) is an irreducible monic polynomial of degree d. Let U be an A

invariant subspace of ker (¢ (A)) .
If {v1, - ,vs} is a basis for W then if x € U\ W,

{Uly"' aUS7ﬁx}

is linearly independent.
There exist vectors x1, -,y each in U such that

{1}17"' 7v87Bz1a"' 7sz}
s a basis for
U+W.
Also, if v € ker (¢ (A)™), |B,| = kd where k < m. Here |3,| is the length of B,, the degree of
the monic polynomial n (\) satisfying n (A) x = 0 with n (\) having smallest possible degree.
Proof: Claim: If x € ker ¢ (4), and |3, | denotes the length of 5, then |5,| = d and so
By = {x,Ax,AQx, e ,Ad_lx}

also span (f3,,) is A invariant, A (span (3,)) C span (3,).

Proof of the claim: Let m = |3,|. That is, there exists monic 7 (\) of degree m and
1 (A) 2z = 0 with m is as small as possible for this to happen. Then from the usual process of
division of polynomials, there exist I (\),r (A) such that » (A) = 0 or else has smaller degree
than that of 5 (\) such that

¢ (A =nN L) +7 ()

If deg (r (X)) < deg(n (X)), then the equation implies 0 = ¢ (A)z = 7 (A) x and so m was
incorrectly chosen. Hence r(A) = 0 and so if [ (A) # 1, then n(\) divides ¢ () contrary
to the assumption that ¢ (A) is irreducible. Hence [ (A) = 1 and n(X) = ¢ (A). The claim
about span (3,) is obvious because A%x € span (3,). This shows the claim.

Suppose now z € U \ W where U C ker (¢ (A)). Consider

{vla e 7v53ﬂm} .

Is this set of vectors independent? Suppose

s d
Zaivi + Zdej_lx =0.
i=1 j=1

If 2z = 2?21 d; A7~ 'z, then z € WNspan (z, Az, -+ , A% 1z) . Then also for each m < d—1,
A™z € W Nspan (:c, Az, --- ,Ad_lm)

because W, span (x, Ax,--- ,Ad’lx) are A invariant. Therefore,

W N span (x, Ax,--- ,Adilx)

span (x, Az, .- ,Ad_lx) (10.4)

span (z, Az, ,Adilz) -
-

Suppose z # 0. Then from the Lemma 10.3.2 above, {z, Az, .- ,Ad_lz} must be linearly
independent. Therefore,

d = dim (span (2, Az, -- - ,Ad_lz)) < dim (W N span (z, Az, - - - ,Ad_lx))
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< dim (span (x, Ax,--- ,Ad_lx)) =d

Thus
W N span (x, Ax,--- ,Ad_lx) = span (x, Ax,--- ,Ad_lx)

which would require z € W but this is assumed not to take place. Hence z = 0 and so

the linear independence of the {vy,--- ,vs} implies each a; = 0. Then the linear indepen-
dence of {x, Az, --- ,Ad_lx} , which follows from Lemma 10.3.2, shows each d; = 0. Thus
{vl, e vg, Ay - ,Ad_lx} is linearly independent as claimed.

Let © € U\ W C ker (¢ (A)). Then it was just shown that {vy,--- ,vs, 0,} is linearly
independent. Let W7 be given by

) S Span(vla"' uvs,ﬁa) = Wl

Then W7 is A invariant. If W equals U4+W, then you are done. If not, let W; play the role of
W and pick 1 € U\W; and repeat the argument. Continue till span (vl, U, By ,ﬂwn) =
U + W. The process stops because ker (¢ (A)™) is finite dimensional.

]
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Finally, letting = € ker (¢ (A)™), there is a monic polynomial 7 () such that n (4)z =0
and 7 () is of smallest possible degree, which degree equals |5,|. Then

¢V =nNIA) +r ()

If deg(r(N\) < deg(n(X)), then r(A)z = 0 and 7 (A\) was incorrectly chosen. Hence
7(A) = 0 and so 7 (A) must divide ¢ (\)™ . Hence by Corollary 8.3.11 5 (\) = ¢ (A\)" where
k <m. Thus |3,| = kd = deg (n(\)). W

With this preparation, here is the main result about a basis V' where A € £ (V, V') and the
minimal polynomial for A is ¢ (A)™ for ¢ (\) irreducible an irreducible monic polynomial.
There is a very interesting generalization of this theorem in [14] which pertains to the
existence of complementary subspaces. For an outline of this generalization, see Problem 9
on 404.

Theorem 10.3.4 Suppose A € L (V,V) and the minimal polynomial of A is ¢ (\)™ where
@ () is a monic irreducible polynomial. Then there exists a basis for V' which is of the form

B={Burro 1Bs, }-

Proof: First suppose m = 1. Then in Lemma 10.3.3 you can let W = {0} and U =
ker (¢ (A)). Then by this lemma, there exist vq,vs, -+ ,vs such that {Bvl, e ,ﬁvs} is a
basis for ker (¢ (A)). Suppose then that the theorem is true for m — 1, m > 2.

Now let the minimal polynomial for A on V be ¢ (A)™ where ¢ ()\) is monic and irre-
ducible. Then ¢ (A) (V) is an invariant subspace of V. What is the minimal polynomial
of A on ¢ (A)(V)? Clearly ¢ (A)™ " will send everything in ¢ (A) (V) to 0. If 5 (}) is the
minimal polynomial of A on ¢ (A) (V) , then

SN =1+ ()

and r (A) must equal 0 since otherwise r (A) = 0 and 1 (\) was not minimal. By Corollary

8.3.11, n(\) = (;S(A)k for some k < m — 1. However, it cannot happen that £k < m — 1
because if so, ¢ (\)™ would fail to be the minimal polynomial for A on V. By induction,

¢ (A) (V) has a basis {611, e ,Bxp} .

Let y; € V be such that ¢ (A)y; = z;. Consider {B
independent? Suppose

i ,Byp} . Are these vectors

63/1‘ P
0= a; Ay, => fi(A)y (10.5)
i=1 j=1 i=1
If the sum involved z; in place of y;, then something could be said because {ﬁwl, e ,ﬁwp}
is a basis. Do ¢ (A) to both sides to obtain
p |Byi ) p
0= Z aijAj_ll‘i = Zfl (A) €T;
i=1 j=1 i=1

Now f; (A) z; = 0 for each i since f; (A) x; € span (B,,) . Let n; () be the monic polynomial
of smallest degree such that n, (A)z; = 0. It follows from the usual division algorithm
that n; (\) divides f; (A). Also, ¢ (A)™ " 2; = 0 and so n; (A) must divide ¢ (\)"'. From
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Corollary 8.3.11, it follows that, since ¢ () is irreducible, n; (A ) = ¢ (\)" for some k < m—1.
Thus ¢ () divides n; (A) which divides f; (\). Hence f; (A\) = ¢ (A) g; (A). Now

0=> fi(Ay=> 6 (A)sA)y=> g(A)z.
i=1 i=1 i=1

By the same reasoning just given, since g; (A) z; € span (8,, ) , it follows that each g; (A) z; =
0. Therefore, f; (A)y; = g; (A) ¢ (A) y; = g; (A) z; = 0. Therefore,

o)

Y Ay =0
j=1

and by independence of 3, , this implies a;; = 0.
Next, it follows from the definition that for W = span (ﬂyl, e ,ﬂyp> ,

6 (A) (V) = span (B, B, ) € 0 (A)span (B, .8, ) = 6 (4) (W)

Now W is an A invariant subspace of V = ker (¢ (4)™). Use Lemma 10.3.3 again to obtain
By 75% such that {5Z17. .. 76zq’ﬂy1’ . ,ﬁyp} is a basis for ker (¢ (4)) + W. From
the above, ¢ (A) (W) = ¢ (A) (V). Let W = W + ker (¢ (A)). Let U be the restriction of
¢ (A) to W’ which is also ¢ (A) invariant. Then from the above inclusion, it follows that
UW') = ¢(A) (V). Also ker (U) = ker (¢ (A)). This is because if x € ker (¢ (A)), then
x € W and so Uz =0 also. If Uz = 0, then 2 € W’ and ¢ (A) x = 0. Hence = € ker (¢ (A)).
Thus

dim (W’') = rank(U) + dim (ker (U))
= rank (¢ (A)) + dim (ker (¢ (A))) = dim (V)

This shows V = W’ and so the above yields the desired basis. B

10.4 Nilpotent Transformations

Definition 10.4.1 Let V be a vector space over the field of scalars F. Then N € L(V,V)
1s called nilpotent if for some m, it follows that N™ = 0.

The following lemma contains some significant observations about nilpotent transforma-
tions.

Lemma 10.4.2 Suppose N¥x # 0. Then {x, Nz,--- ,ka} is linearly independent. Also,
the minimal polynomial of N is ™ where m is the first such that N™ = 0.

Proof: Suppose Zi’c:o ¢;Niz = 0. There exists [ such that k <1 < m and Ntz =0
but N'a # 0. Then multiply both sides by N* to conclude that co = 0. Next multiply both
sides by N'~! to conclude that ¢; = 0 and continue this way to obtain that all the ¢; = 0.

Next consider the claim that A™ is the minimal polynomial. If p()\) is the minimal

polynomial, then
p(A) =A"TL(A) +7(A)

where the degree of 7 () is less than m or else 7 (A) = 0. Suppose the degree of r (\) is less
than m. Then you would have
0=0+4r(N).
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Ifr(A)=ao+aA+ -+ asA° for s <m —1,as # 0, then for any = € V,
0=apz +a Nz +---+asN°x

If for some x, N°x # 0, then from the first part of the argument, the above equation could
not hold. Hence N®x = 0 for all x and so N° = 0 for some s < m, a contradiction to the
choice of m. It follows that r (A) = 0 and so p (A\) cannot be the minimal polynomial unless
[ (\) =1. Hence p(\) = A" as claimed. B

For such a nilpotent transformation, let {6$1,~-~ ,6%} be a basis for ker (N™) = V

where these 3, are cyclic. This basis exists thanks to Theorem 10.3.4. Thus

V =span (8,,) @ - - - @® span (ﬁxq) ;

each of these subspaces in the above direct sum being N invariant. For z one of the xy,
consider 3, given by
z, Nz, N%z,--- ,N"" 1z

where N"z is in the span of the above vectors. Then by the above lemma, N"z = 0.
By Theorem 10.2.5, the matrix of N with respect to the above basis is the block diagonal
matrix

M* 0
0 M4

where M* denotes the matrix of N restricted to span (ﬁwk) In computing this matrix, I
will order 3,, as follows:

(NTkilxkv e axk)

Also the cyclic sets 3, ,8,,, " 75% will be ordered according to length, the length of
By, being at least as large as the length of 3, . Then since Nz, = 0, it is now easy
to find M*. Using the procedure mentioned above for determining the matrix of a linear
transformation,

( 0 Nrkill'k .-+ Nz, ):
0 1 0

( Nrkfll’k NTk*QIk- e Tk ) 00
M -1

Thus the matrix Mj, is the rg X i matrix which has ones down the super diagonal and zeros
elsewhere. The following convenient notation will be used.

Definition 10.4.3 Ji («) is a Jordan block if it is a k X k matriz of the form

a 1 0
0

Ji (o)
: . o1
0O --- 0 «

In words, there is an unbroken string of ones down the super diagonal and the number «
filling every space on the main diagonal with zeros everywhere else.
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Then with this definition and the above discussion, the following proposition has been
proved.

Proposition 10.4.4 Let N € L (W, W) be nilpotent,
N™=0

for some m € N. Here W is a p dimensional vector space with field of scalars F. Then there
exists a basis for W such that the matrixz of N with respect to this basis is of the form

‘]7‘1 (0) 0

0 T o

where ry > 19 > --->1ry > 1 and Zle r; = p. In the above, the J,.. (0) is a Jordan block of
size v; X r; with 0 down the main diagonal.

ant to do?
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In fact, the matrix of the above proposition is unique.

Corollary 10.4.5 Let J,.J' both be matrices of the nilpotent linear transformation N €
L (W, W) which are of the form described in Proposition 10.4.4. Then J = J'. In fact, if
the rank of J* equals the rank of J'* for all nonnegative integers k, then J = J'.

Proof: Since J and J’ are similar, it follows that for each k an integer, J* and J'* are
similar. Hence, for each k, these matrices have the same rank. Now suppose J # J'. Note
first that

Jr (0)" =0, J, (0)"" £0.

Denote the blocks of J as .J;, (0) and the blocks of J' as .J,, (0). Let k be the first such that
Jr, (0) # Jrr (0). Suppose that ry > r.. By block multiplication and the above observation,

it follows that the two matrices J"*~! and .J'"*~1 are respectively of the forms

M,, 0 M, 0

M,,
k
0 ’ 0

0 0 0 0
where M, = MT; for j < k—1but M, is a zero r}, X 1}, matrix while M, is a larger matrix
which is not equal to 0. For example,

0 0
Thus there are more pivot columns in J™~1 than in (J’ )”“71 , contradicting the requirement
that J* and J’* have the same rank. Bl

10.5 The Jordan Canonical Form

The Jordan canonical form has to do with the case where the minimal polynomial of A €
L (V, V) splits. Thus there exist A; in the field of scalars such that the minimal polynomial
of A is of the form

r

pO) =T (A= x0)™

k=1
Recall the following which follows from Theorem 9.4.4.
Proposition 10.5.1 Let the minimal polynomial of A € L (V,V) be given by

T

p() = [T =)™

k=1

Then the eigenvalues of A are {\1, -, A\ }.
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It follows from Corollary 10.2.3 that

Vv

ker (A— M\ D)™ @ - @ ker (A—\.1)""
= Vio---aoV,

where I denotes the identity linear transformation. Without loss of generality, let the
dimensions of the Vi be decreasing from left to right. These Vj are called the generalized
eigenspaces.

It follows from the definition of V;, that (A — AxI) is nilpotent on Vj and clearly each
Vi is A invariant. Therefore from Proposition 10.4.4, and letting Ay denote the restriction
of A to Vj, there exists an ordered basis for Vi, 8, such that with respect to this basis, the
matrix of (A — AxI) is of the form given in that proposition, denoted here by J*. What is
the matrix of Ay with respect to 5,7 Letting {b1, -+ ,b.} = B,

Agbj = (Ag = M) bj + MeIby =D TEb + > Mebajbs = Y (I + Aidsj) bs

S

and so the matrix of A; with respect to this basis is J* 4+ \.I where I is the identity

matrix. Therefore, with respect to the ordered basis {81, - ,[5,.} the matrix of A is in
Jordan canonical form. This means the matrix is of the form
J (A1) 0
(10.6)
0 7 ()

where J (Ag) is an my X my matrix of the form

iy (M) 0
sz (Ak)
. (10.7)
0 Tk, (Ak)

where ky > ko > -+ >k, >1and Y _._, k; = my. Here J; (\) is a k x k Jordan block of the
form

A1 0

0 A (10.8)
. o1

0 0 A

This proves the existence part of the following fundamental theorem.

Note that if any of the 3, consists of eigenvectors, then the corresponding Jordan block
will consist of a diagonal matrix having Ar down the main diagonal. This corresponds to
my, = 1. The vectors which are in ker (A — A\, I)™* which are not in ker (A — A1) are called
generalized eigenvectors.

The following is the main result on the Jordan canonical form.

Theorem 10.5.2 Let V be an n dimensional vector space with field of scalars C or some
other field such that the minimal polynomial of A € L (V,V') completely factors into powers
of linear factors. Then there exists a unique Jordan canonical form for A as described in
10.6 - 10.8, where uniqueness is in the sense that any two have the same number and size
of Jordan blocks.
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Proof: It only remains to verify uniqueness. Suppose there are two, J and J’. Then these
are matrices of A with respect to possibly different bases and so they are similar. Therefore,
they have the same minimal polynomials and the generalized eigenspaces have the same
dimension. Thus the size of the matrices J (A;) and J’ (\;) defined by the dimension of
these generalized eigenspaces, also corresponding to the algebraic multiplicity of Ag, must
be the same. Therefore, they comprise the same set of positive integers. Thus listing the
eigenvalues in the same order, corresponding blocks J (Ax),J’ (Ag) are the same size.

It remains to show that J (Ax) and J’ (A;) are not just the same size but also are the
same up to order of the Jordan blocks running down their respective diagonals. It is only
necessary to worry about the number and size of the Jordan blocks making up J (A;) and

J' (A) . Since J, J' are similar, so are J — A\l and J' — A I. Thus the following two matrices

EXPERIENCE THE POW
FULL ENGAGEMENT...

RUN FASTER.
RUN LONGER..
RUN EASIER...
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are similar

J (M) — Ml 0
A= J (Ak) = Al
0 k T () = Al
J (M) — Al 0
B= ) J (M) — Ml
0 ) J (A) = Al

and consequently, rank (Ak) = rank (Bk) for all £ € N. Also, both J(\;) — Al and
J" (Aj) — AxI are one to one for every A; # Ag. Since all the blocks in both of these matrices
are one to one except the blocks J' (Ag) — Axl, J (Ax) — A1, it follows that this requires the
two sequences of numbers {rank ((J (Ay) — AeI)™)}or_; and {rank ((J' (\x) — Me)™) 10
must be the same.

m=1

Then
Ji, (0) 0
Ik, (0)
J ) — Ml = ’
0 Tk, (0)
and a similar formula holds for J' (Ag)
Ji, (0) 0
Ji, (0)
J (M) = Al = ’
0 Ji, (0)

and it is required to verify that p = r and that the same blocks occur in both. Without
loss of generality, let the blocks be arranged according to size with the largest on upper left
corner falling to smallest in lower right. Now the desired conclusion follows from Corollary
10.4.5. &

Note that if any of the generalized eigenspaces ker (A — A\, I)™* has a basis of eigen-
vectors, then it would be possible to use this basis and obtain a diagonal matrix in the
block corresponding to Ax. By uniqueness, this is the block corresponding to the eigenvalue
Ak. Thus when this happens, the block in the Jordan canonical form corresponding to Ag
is just the diagonal matrix having A; down the diagonal and there are no generalized
eigenvectors.

The Jordan canonical form is very significant when you try to understand powers of a
matrix. There exists an n x n matrix S such that

A=S871Js.
Therefore, A2 = S~1JSS~1JS = S~1J2S and continuing this way, it follows
Ak = g7t gks.

IThe S here is written as S~! in the corollary.
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where .J is given in the above corollary. Consider J*. By block multiplication,
Jh =

The matrix Jg is an mg X m, matrix which is of the form

le PN k

Jo=1| : - (10.9)

which can be written in the form
Js=D+ N

for D a multiple of the identity and NV an upper triangular matrix with zeros down the main
diagonal. Therefore, by the Cayley Hamilton theorem, N™s = ( because the characteristic
equation for N is just A = 0. (You could also verify this directly.) Now since D is just a
multiple of the identity, it follows that DN = N D. Therefore, the usual binomial theorem
may be applied and this yields the following equations for k > m.

k
k o
JIo= 0+ =D (_)Dk_JNJ
( ) j

j=0
Mg k s )

= > (. )DFING, (10.10)
i=o M

the third equation holding because N = 0. Thus J* is of the form

a ... *
JF =
0o ... aF
Lemma 10.5.3 Suppose J is of the form Js described above in 10.9 where the constant «,
on the main diagonal is less than one in absolute value. Then

lim (J%). =0.

k—o0 ij
Proof: From 10.10, it follows that for large k, and j < m,

(k) k=) (ks 4 )

j myg!

Therefore, letting C' be the largest value of ’(Nj)pq‘ for 0 < j < mg,

’(Jk)pq‘ <m30<k<k_1>"'<k_m5+1)> ‘alk,ms

- mg!

which converges to zero as k — oco. This is most easily seen by applying the ratio test to

the series
= (k(k—=1)--(k—ms+1) ke,
> o |af

k=mg

and then noting that if a series converges, then the k** term converges to zero. B
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10.6 Exercises

1. In the discussion of Nilpotent transformations, it was asserted that if two nxn matrices
A, B are similar, then AF is also similar to B¥. Why is this so? If two matrices are
similar, why must they have the same rank?

2. If A, B are both invertible, then they are both row equivalent to the identity matrix.
Are they necessarily similar? Explain.

3. Suppose you have two nilpotent matrices A, B and A* and B* both have the same
rank for all £ > 1. Does it follow that A, B are similar? What if it is not known that
A, B are nilpotent? Does it follow then?

4. When we say a polynomial equals zero, we mean that all the coefficients equal 0. If
we assign a different meaning to it which says that a polynomial

PN => ap\ =0,
k=0

when the value of the polynomial equals zero whenever a particular value of A € F
is placed in the formula for p (\), can the same conclusion be drawn? Is there any
difference in the two definitions for ordinary fields like Q? Hint: Consider Zs, the
integers mod 2.

5. Let A€ L(V,V) where V is a finite dimensional vector space with field of scalars F.
Let p (M) be the minimal polynomial and suppose ¢ () is any nonzero polynomial such
that ¢ (A) is not one to one and ¢ (A) has smallest possible degree such that ¢ (A) is
nonzero and not one to one. Show ¢ (A) must divide p ().

6. Let A € L(V,V) where V is a finite dimensional vector space with field of scalars F.
Let p (A) be the minimal polynomial and suppose ¢ (\) is an irreducible polynomial
with the property that ¢ (A)z = 0 for some specific © # 0. Show that ¢ (A) must
divide p (A). Hint: First write p(A\) = ¢ (A) g (\) + r (X) where r (\) is either 0 or
has degree smaller than the degree of ¢ (\). If  (A\) = 0 you are done. Suppose it is
not 0. Let n(\) be the monic polynomial of smallest degree with the property that
1 (A)x = 0. Now use the Euclidean algorithm to divide ¢ (\) by 1 (\) . Contradict the
irreducibility of ¢ (A).

7. Suppose A is a linear transformation and let the characteristic polynomial be
a
det (AT — A) =[] ¢; ()™
j=1

where the ¢, (A\) are irreducible. Explain using Corollary 8.3.11 why the irreducible
factors of the minimal polynomial are ¢; (\) and why the minimal polynomial is of
the form H?Zl ¢; (\)" where 7; < nj. You can use the Cayley Hamilton theorem if
you like.

8. Let

Find the minimal polynomial for A.
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9. Suppose A is an n X n matrix and let v be a vector. Consider the A cyclic set of

10.

vectors {v, Av,--- ,Am_lv} where this is an independent set of vectors but A™v is
a linear combination of the preceding vectors in the list. Show how to obtain a monic
polynomial of smallest degree, m, ¢, (A) such that

¢y (A)v=0

Now let {wy,---,w,} be a basis and let ¢ (\) be the least common multiple of the
by, (A). Explain why this must be the minimal polynomial of A. Give a reasonably

easy algorithm for computing ¢, (A).

Here is a matrix.

-7 -1 -1
-21 -3 -3
70 10 10

Using the process of Problem 9 find the minimal polynomial of this matrix. It turns
out the characteristic polynomial is A>.

Cononical Forms
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11.

12.

13.

14.

15.

16.

17.

Find the minimal polynomial for

1
A= 2
-3

N =N
— o W

by the above technique. Is what you found also the characteristic polynomial?

Let A be an n x n matrix with field of scalars C. Letting A be an eigenvalue, show
the dimension of the eigenspace equals the number of Jordan blocks in the Jordan
canonical form which are associated with A. Recall the eigenspace is ker (A — A) .

For any n X m matrix, why is the dimension of the eigenspace always less than or
equal to the algebraic multiplicity of the eigenvalue as a root of the characteristic
equation? Hint: Note the algebraic multiplicity is the size of the appropriate block
in the Jordan form.

Give an example of two nilpotent matrices which are not similar but have the same
minimal polynomial if possible.

Use the existence of the Jordan canonical form for a linear transformation whose
minimal polynomial factors completely to give a proof of the Cayley Hamilton theorem
which is valid for any field of scalars. Hint: First assume the minimal polynomial
factors completely into linear factors. If this does not happen, consider a splitting field
of the minimal polynomial. Then consider the minimal polynomial with respect to
this larger field. How will the two minimal polynomials be related? Show the minimal
polynomial always divides the characteristic polynomial.

Here is a matrix. Find its Jordan canonical form by directly finding the eigenvectors
and generalized eigenvectors based on these to find a basis which will yield the Jordan
form. The eigenvalues are 1 and 2.

-3 -2 5 3
-1 0 1 2
-4 -3 6 4
-1 -1 1 3

Why is it typically impossible to find the Jordan canonical form?

People like to consider the solutions of first order linear systems of equations which
are of the form
x' (t) = Ax (t)

where here A is an n X n matrix. From the theorem on the Jordan canonical form,
there exist S and S~! such that A = SJS~! where J is a Jordan form. Define
y (t) = S~ !'x(t). Show y’ = Jy. Now suppose ¥ (¢) is an n x n matrix whose columns
are solutions of the above differential equation. Thus

U = AT
Now let ® be defined by S®S~! = ¥. Show

' = Jo.
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18.

19.

In the above Problem show that
det ()" = trace (A) det (1)
and so
det (U (t)) = Cetrace(A)t

This is called Abel’s formula and det (¥ (¢)) is called the Wronskian. Hint: Show it
suffices to consider
' =JP

and establish the formula for ®. Next let
ol
o= :
bn,
where the ¢; are the rows of ®. Then explain why

det (®)" = zn:det (®;) (10.11)
i=1

where ®; is the same as ® except the "

¢, Now from the form of J,

row is replaced with ¢, instead of the row

' =DP+ N
where N has all nonzero entries above the main diagonal. Explain why
i (1) = Nig; () + @iy (1)

Now use this in the formula for the derivative of the Wronskian given in 10.11 and use
properties of determinants to obtain

det (@) =) " \; det (®).
i=1
Obtain Abel’s formula
det (‘b) — Cetrace(A)t
and so the Wronskian det ® either vanishes identically or never.

Let A be an n x n matrix and let J be its Jordan canonical form. Recall J is a block
diagonal matrix having blocks Ji (A\) down the diagonal. Each of these blocks is of
the form

A1l 0
A
Ji(N) =
o1
0 A

Now for € > 0 given, let the diagonal matrix D. be given by

Download free eBooks at bookboon.com



20.

21.

22.

23.

24.

25.

26.

27.

28.

Show that D-1Jy (A\) D has the same form as Ji (A\) but instead of ones down the
super diagonal, there is ¢ down the super diagonal. That is Ji (A\) is replaced with

A e 0
A

-

0 A

Now show that for A an n x n matrix, it is similar to one which is just like the Jordan
canonical form except instead of the blocks having 1 down the super diagonal, it has
€.

Let A be in £ (V,V) and suppose that APz # 0 for some z # 0. Show that APey # 0
for some e;, € {e1,--- ,e,}, a basis for V. If you have a matrix which is nilpotent,
(A™ = 0 for some m) will it always be possible to find its Jordan form? Describe how
to do it if this is the case. Hint: First explain why all the eigenvalues are 0. Then
consider the way the Jordan form for nilpotent transformations was constructed in the
above.

Suppose A is an n X n matrix and that it has n distinct eigenvalues. How do the mini-
mal polynomial and characteristic polynomials compare? Determine other conditions
based on the Jordan Canonical form which will cause the minimal and characteristic
polynomials to be different.

Suppose A is a 3 x 3 matrix and it has at least two distinct eigenvalues. Is it possible
that the minimal polynomial is different than the characteristic polynomial?

If A is an n x n matrix of entries from a field of scalars and if the minimal polynomial
of A splits over this field of scalars, does it follow that the characteristic polynomial
of A also splits? Explain why or why not.

In proving the uniqueness of the Jordan canonical form, it was asserted that if two
n x n matrices A, B are similar, then they have the same minimal polynomial and also
that if this minimal polynomial is of the form p (A) = [[}_, ¢; (A\)"* where the ¢, (\) are
irreducible and monic, then ker (¢; (A)"") and ker (¢, (B)"*) have the same dimension.
Why is this so? This was what was responsible for the blocks corresponding to an
eigenvalue being of the same size.

Show that a given complex n x n matrix is non defective (diagonalizable) if and only
if the minimal polynomial has no repeated roots.

Describe a straight forward way to determine the minimal polynomial of an n x n
matrix using row operations. Next show that if p (\) and p’ (\) are relatively prime,
then p(\) has no repeated roots. With the above problem, explain how this gives a
way to determine whether a matrix is non defective.

In Theorem 10.3.4 show that the cyclic sets can be arranged in such a way that the
length of 3 divides the length of j,,..

Vi+1

Show that if A is a complex n x n matrix, then A and A7 are similar. Hint: Consider
a Jordan block. Note that

0 01 A1 0 0 01 A0 O
0 10 0 X 1 01 0 |=11 X0
100 0 0 A 1 00 0 1 A
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29. Let A be a linear transformation defined on a finite dimensional vector space V. Let
the minimal polynomial be []?_; ¢, (\)"" and let (ﬁii’ . ,ﬁsz‘_) be the cyclic sets
such that {ﬁii’ e ’Bf’h} is a basis for ker (¢; (4)"™). Let v = 3, > v’ Now let
¢ (M) be any polynomial and suppose that

q(A)v=0

Show that it follows ¢ (A) = 0. Hint: First consider the special case where a basis for
Vis {x,Ax, e ,A"_lx} and g (A)z =0.

10.7 The Rational Canonical Form

Here one has the minimal polynomial in the form []f_; ¢ (A\)""* where ¢ (}) is an irreducible
monic polynomial. It is not necessarily the case that ¢ () is a linear factor. Thus this case

is completely general and includes the situation where the field is arbitrary. In particular, it
includes the case where the field of scalars is, for example, the rational numbers. This may
be partly why it is called the rational canonical form. As you know, the rational numbers
are notorious for not having roots to polynomial equations which have integer or rational
coefficients.

This canonical form is due to Frobenius. I am following the presentation given in [9] and
there are more details given in this reference. Another good source which has additional
results is [14].

Here is a definition of the concept of a companion matrix.
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Definition 10.7.1 Let
q()\) = Qg —|—a1)\+ N +an71)\n_1 + )\n

be a monic polynomial. The companion matriz of q(N\), denoted as C (q (X)) is the matriz

o ... 0 —ag
1 0 —ai
0 1 —Qp—1

Proposition 10.7.2 Let g (\) be a polynomial and let C (q (X)) be its companion matric.
Then ¢ (C (g (V) = 0.

Proof: Write C instead of C (g ()\)) for short. Note that

Ce; =e3,Cey =e3,--- ,Ce,_1 =€y,
Thus
e, =Ctle, k=1,---,n (10.12)
and so it follows
{61,06170261,"' 7Cn7161} (1013)

are linearly independent. Hence these form a basis for F”. Now note that Ce, is given by
Ce, = —ape; —ajes — -+ —a,_1€,
and from 10.12 this implies
C"e; = —age; —a1Ce; — - —a,_ 10" tey

and so ¢ (C)e; = 0. Now since 10.13 is a basis, every vector of F” is of the form k (C')e;
for some polynomial k (X). Therefore, if v € F™,

g(C)v=q(C)k(C)e; =k(C)q(C)e; =0

which shows ¢ (C) =0. &
The following theorem is on the existence of the rational canonical form.

Theorem 10.7.3 Let A € L(V,V) where V is a vector space with field of scalars F and
minimal polynomial [[{_, ¢; (\)"™ where each ¢; () is irreducible and monic. Letting Vi, =
ker (¢, (\)™), it follows

V=Vi®---aV,
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where each Vi, is A invariant. Letting By denote a basis for Vi, and M* the matriz of the
restriction of A to Vi, it follows that the matriz of A with respect to the basis {B1,-- - , By}
is the block diagonal matriz of the form

M? 0
, (10.14)
0 Ma
If By is given as {B ,Bvs} as described in Theorem 10.3.4 where each ij is an A
cyclic set of vectors, then the matriz M* is of the form

C (8, (N)™) 0
MF = (10.15)
0 C (¢ (N)™)

where the A cyclic sets of vectors may be arranged in order such that the positive integers r;
satisfy ry > -+ > 1y and C (¢, (N\)'7) is the companion matrix of the polynomial ¢, (N)'7.

’Ul’...

Proof: By Theorem 10.2.5 the matrix of A with respect to {Bi,---, By} is of the
form given in 10.14. Now by Theorem 10.3.4 the basis By may be chosen in the form
{ Bopys ,ﬁvs} where each 3, is an A cyclic set of vectors and also it can be assumed the
lengths of these 3,, are decreasing. Thus

Vi = span (ﬂvl) @ --- D span (ﬁvs)

and it only remains to consider the matrix of A restricted to span (ka_) . Then you can
apply Theorem 10.2.5 to get the result in 10.15. Say

d—1
ka:’l/k,A’Uk,"',A Vi

where 1 (A) v, = 0 and the degree of 1 ()\) is d, the smallest degree such that this is so, n
being a monic polynomial. Then by Corollary 8.3.11, n(\) = ¢, (A\)"* where 1, < my. It

remains to consider the matrix of A restricted to span (ﬁvk) . Say

() =, ()™ =ao+ad+ -+ a1 A"+ 2

Thus
Ay, = —aguy, — a1 Avg — -+ — ag_1 AT Ty

Recall the formalism for finding the matrix of A restricted to this invariant subspace.

( Av,  A%v, Av, - —agup — a1 Avg — - — ag_1 A oy, ) =
o o o -- —ag
1 0 —ai
( v Avg A27)k oo Ad_lvk ) 0 1 :
. . 0 —Qq—2
0 0 1 —Qqd—1

Thus the matrix of the transformation is the above. The is the companion matrix of
ér, (A)™ = n()\). In other words, C = C (¢, (\)™) and so M* has the form claimed in
the theorem. W
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10.8 Uniqueness

Given A € L(V,V) where V is a vector space having field of scalars F, the above shows
there exists a rational canonical form for A. Could A have more than one rational canonical
form? Recall the definition of an A cyclic set. For convenience, here it is again.

Definition 10.8.1 Letting x # 0 denote by (3, the vectors {:I:,Ax, A2z, - ,Am_lx} where
m is the smallest such that A™x € span (CL‘, e ,Am_lm) .

The following proposition ties these A cyclic sets to polynomials. It is just a review of
ideas used above to prove existence.

Proposition 10.8.2 Let x # 0 and consider {m,Ax,Azx, e ,Amflx}. Then this is an
A cyclic set if and only if there exists a monic polynomial n(X\) such that n(A)z = 0
and among all such polynomials 1 (\) satisfying 1 (A)x =0, n (\) has the smallest degree.
If V.= ker (¢ (N\)™) where ¢ (N\) is monic and irreducible, then for some positive integer
p<m,n(A)=9¢(N)".

Lemma 10.8.3 Let V be a vector space and A € L (V,V) has minimal polynomial ¢ (\)™
where ¢ () is irreducible and has degree d. Let the basis for V' consist of {ﬁvl, e ,ﬁvs}
where 3, is A cyclic as described above and the rational canonical form for A is the matriz
taken with respect to this basis. Then letting }5vk| denote the number of vectors in f3,, , il

follows there is only one possible set of numbers |,ka|.

Proof: Say ij is associated with the polynomial ¢ (A\)*/. Thus, as described above

equals p;d. Consider the following table which comes from the A cyclic set

d—1 jd—1
{vj, Avj, -+ A" ;o APy Y

o af o o
U Av; A, . ATy,
¢ (A) v, 6 (A) Av; b (A) A%, & (A) AT Ty
¢ (A)pj—l v Q’) (A)Pj—l AU]’ ¢ (A)Pj—l AQ’U]‘ L ¢ (A)p]‘—l Adilvj

In the above, ozfc signifies the vectors below it in the k' column. None of these vectors

below the top row are equal to 0 because the degree of ¢ ()\)pj_l A1 s dp; — 1, which is
less than p;d and the smallest degree of a nonzero polynomial sending v; to 0 is p;d. Also,
each of these vectors is in the span of ij and there are dp; of them, just as there are dp;
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vectors in 3, .

Claim: The vectors {ag, e 70‘271} are linearly independent.
Proof of claim: Suppose

d—1p;—1 '
Z Z Cik(z) (A)k szj = 0
i=0 k=0
Then multiplying both sides by ¢ (A)" ~! this yields

d—1
D ciop (AP Aly; =0
i=0

Now if any of the ¢;g is nonzero this would imply there exists a polynomial having degree
smaller than p;d which sends v; to 0. Since this does not happen, it follows each c;y = 0.

360°
thinking.

Deloitte.

Discover the truth at www.deloitte.ca/careers © Deloitte & Touche LLP and affilated entiies.

159

Click on the ad to read more

Download free eBooks at bookboon.com


http://www.deloitte.ca/careers

Thus
d—1p;j—1

Z Z Cik(b (A)k Ai'l)j =0

i=0 k=1

Now multiply both sides by ¢ (A4)" ~2 and do a similar argument to assert that ¢;; = 0 for
each 4. Continuing this way, all the ¢;; = 0 and this proves the claim.

Thus the vectors {ag, e ,ozfifl} are linearly independent and there are p;d =

8.,
of them. Therefore, they form a basis for span <5Uj). Also note that if you list the

columns in reverse order starting from the bottom and going toward the top, the vectors

{aé, ceey ozg_l} yield Jordan blocks in the matrix of ¢ (A). Hence, considering all these vec-

. S
tors {af), e ,aé_l} , each listed in the reverse order, the matrix of ¢ (A) with respect
j=1

to this basis of V is in Jordan canonical form. See Proposition 10.4.4 and Theorem 10.5.2
on existence and uniqueness for the Jordan form. This Jordan form is unique up to order

of the blocks. For a given j {ag, e ’aiq} yields d Jordan blocks of size p; for ¢ (A). The

size and number of Jordan blocks of ¢ (A) depends only on ¢ (A), hence only on A. Once
A is determined, ¢ (A) is determined and hence the number and size of Jordan blocks is
determined, so the exponents p; are determined and this shows the lengths of the ij, pid
are also determined.

Note that if the p; are known, then so is the rational canonical form because it comes
from blocks which are companion matrices of the polynomials ¢ (\)?’. Now here is the main
result.

Theorem 10.8.4 Let V' be a vector space having field of scalars F and let A € L(V,V).
Then the rational canonical form of A is unique up to order of the blocks.

Proof: Let the minimal polynomial of A be []f_; ¢, (A\)™* . Then recall from Corollary
10.2.3
V=tio---aV,

where Vi, = ker (¢, (A)"™"*). Also recall from Corollary 10.2.4 that the minimal polynomial
of the restriction of A to Vj, is ¢, (A\)""* . Now apply Lemma 10.8.3 to A restricted to V. B

In the case where two n x n matrices M, N are similar, recall this is equivalent to the
two being matrices of the same linear transformation taken with respect to two different
bases. Hence each are similar to the same rational canonical form.

Example 10.8.5 Here is a matriz.

5 =2 1
A= 2 10 -2
9 0 9

Find a similarity transformation which will produce the rational canonical form for A.
The characteristic polynomial is A*> — 24\% + 180\ — 432. This factors as
(A—6)> (A —12)

It turns out this is also the minimal polynomial. You can see this by plugging in A where
you see A and observing things don’t work if you delete one of the A — 6 factors. There is
more on this in the exercises. It turns out you can compute the minimal polynomial pretty
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easily. Thus Q3 is the direct sum of ker ((A - 6])2> and ker (A — 127) . Consider the first
of these. You see easily that this is

1 -1
yl 1 | += 0 Y,z € Q.
0 1

What about the length of A cyclic sets? It turns out it doesn’t matter much. You can start
with either of these and get a cycle of length 2. Lets pick the second one. This leads to the
cycle

—1 —4 —1 —12 —1
0 |, -4 =4 o |,| —48 | =4[ o0
1 0 1 —36 1

where the last of the three is a linear combination of the first two. Take the first two as
the first two columns of S. To get the third, you need a cycle of length 1 corresponding to
ker (A — 121). This yields the eigenvector ( 1 —2 3 )T. Thus

-1 -4 1
S = 0 -4 -2
1 0 3

Now using Proposition 9.3.10, the Rational canonical form for A should be

1

-1 -4 1 B 5 =2 1 -1 -4 1 0 =36 0
0 -4 -2 2 10 -2 0O -4 -2 ]=11 12 0
1 0 3 9 0 9 1 0 3 0 0 12

Example 10.8.6 Here is a matriz.

12 -3 -19 —-14 8
-4 1 1 6 —4
A= 4 5 5 -2 4
0 -5 -5 2 0
-4 3 11 6 0

Find a basis such that if S is the matriz which has these vectors as columns S™'AS is in
rational canonical form assuming the field of scalars is Q.

First it is necessary to find the minimal polynomial. Of course you can find the character-
istic polynomial and then take away factors till you find the minimal polynomial. However,
there is a much better way which is described in the exercises. Leaving out this detail, the
minimal polynomial is

AP — 1207 + 64\ — 128

This polynomial factors as
A —4) (N —8X+32) = ¢, (\) $y (V)

where the second factor is irreducible over Q. Consider ¢, (A) first. Messy computations
yield

-1 -1 —1 -2
1 0 0 0
ker (¢ (4)) = a 0 +5b 1 +c| O +d| O
0 0 1 0
0 0 0 1
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Now start with one of these basis vectors and look for an A cycle. Picking the first one, you
obtain the cycle

-1 ~15
1 5
o |, 1
0 -5
0 7

because the next vector involving A? yields a vector which is in the span of the above two.
You check this by making the vectors the columns of a matrix and finding the row reduced
echelon form. Clearly this cycle does not span ker (¢, (A4)), so look for another cycle. Begin
with a vector which is not in the span of these two. The last one works well. Thus another
A cycle is

-2 —16

0 4

0 | -4

0 0

1 8

It follows a basis for ker (¢4 (A4)) is

—2 —16 -1 —-15
0 4 1 5
o |, =4 |.] o [,] 1
0 0 0 -5
1 8 0 7

Finally consider a cycle coming from ker (¢, (A4)). This amounts to nothing more than find-
ing an eigenvector for A corresponding to the eigenvalue 4. An eigenvector is ( -1 0 0 0 1 )T.
Now the desired matrix for the similarity transformation is

-2 —-16 -1 —-15 -1

0 4 1 5 0

S = 0 -4 O 1 0

0 0 0 -5 0

1 8 0 7 1

Then doing the computations, you get

0 -32 0 0 O
1 8 0 0 0
ST'AS=]0 0 0 -32 0
0O 0o 1 8 0

0o o0 o0 0 4

and you see this is in rational canonical form, the two 2 x 2 blocks being companion matrices
for the polynomial A2 —8\+32 and the 1 x 1 block being a companion matrix for A—4. Note
that you could have written this without finding a similarity transformation to produce it.
This follows from the above theory which gave the existence of the rational canonical form.

Obviously there is a lot more which could be considered about rational canonical forms.
Just begin with a strange field and start investigating what can be said. One can also derive
more systematic methods for finding the rational canonical form. The advantage of this is
you don’t need to find the eigenvalues in order to compute the rational canonical form and
it can often be computed for this reason, unlike the Jordan form. The uniqueness of this
rational canonical form can be used to determine whether two matrices consisting of entries
in some field are similar.
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10.9 Exercises

1. Letting A be a complex n X n matrix, in obtaining the rational canonical form, one
obtains C™ as a direct sum of the form

span (By,) @ - @ span (B, )

where 3, is an ordered cyclic set of vectors, x, Ax, -+, A™ !x such that A™x is in

the span of the previous vectors. Now apply the Gram Schmidt process to the ordered
basis (ﬂxl s Bags ,er) , the vectors in each 3, listed according to increasing power
of A, thus obtaining an ordered basis (qi,---,qy). Letting @ be the unitary matrix
which has these vectors as columns, show that Q* AQ equals a matrix B which satisfies
B;; = 0if i — j > 2. Such a matrix is called an upper Hessenberg matrix and this
shows that every n x n matrix is orthogonally similar to an upper Hessenberg matrix.
These are zero below the main sub diagonal, like companion matrices discussed above.

2. In the argument for Theorem 10.2.3 it was shown that m (A4) ¢; (A) v = v whenever
v € ker (¢, (A)"™*). Show that m (A) restricted to ker (¢, (4)"™) is the inverse of the
linear transformation ¢; (A) on ker (¢, (A)™).

3. Suppose A is a linear transformation and let the characteristic polynomial be

q

det (AT — A) =[] ¢; ()™

Jj=1

where the ¢, ()) are irreducible. Explain using Corollary 8.3.11 why the irreducible
factors of the minimal polynomial are ¢; (\) and why the minimal polynomial is of
the form H?:l ¢; (\)" where 7; < n;. You can use the Cayley Hamilton theorem if
you like.

4. Find the minimal polynomial for

1
A= 2
-3

DN — N
= W

by the above technique assuming the field of scalars is the rational numbers. Is what
you found also the characteristic polynomial?

5. Show, using the rational root theorem, the minimal polynomial for A in the above
problem is irreducible with respect to Q. Letting the field of scalars be Q find the
rational canonical form and a similarity transformation which will produce it.

6. Letting the field of scalars be Q, find the rational canonical form for the matrix

-1

— = N
N W W N
=N O =
N =N

7. Let A: Q3 — Q? be linear. Suppose the minimal polynomial is (A — 2) ()\2 + 2\ + 7) .
Find the rational canonical form. Can you give generalizations of this rather simple
problem to other situations?
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10.

11.

. Find the rational canonical form with respect to the field of scalars equal to Q for the
matrix
0 0 1
A= 1 0 -1
01 1

Observe that this particular matrix is already a companion matrix of A> — A% + X — 1.
Then find the rational canonical form if the field of scalars equals C or Q + iQ.

. Let ¢ (\) be a polynomial and C' its companion matrix. Show the characteristic and
minimal polynomial of C are the same and both equal ¢ ()).

1Use the existence of the rational canonical form to give a proof of the Cayley Hamilton
theorem valid for any field, even fields like the integers mod p for p a prime. The earlier
proof based on determinants was fine for fields like Q or R where you could let A — oo
but it is not clear the same result holds in general.

Suppose you have two n x n matrices A, B whose entries are in a field F and suppose G
is an extension of F. For example, you could have F = Q and G = C. Suppose A and
B are similar with respect to the field G. Can it be concluded that they are similar
with respect to the field F? Hint: First show that the two have the same minimal
polynomial over F. Next consider the proof of Lemma 10.8.3 and show that they have
the same rational canonical form with respect to F.
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Markov Processes

11.1 Regular Markov Matrices

The existence of the Jordan form is the basis for the proof of limit theorems for certain
kinds of matrices called Markov matrices.

Definition 11.1.1 An n x n matrizc A = (a;5), is a Markov matriz if a;; > 0 for all i,j

and
Z Q5 = 1.
K3
It may also be called a stochastic matriz. A matriz which has nonnegative entries such that

Zaij =1
J

will also be called a stochastic matriz. A Markov or stochastic matrix is called regular if
some power of A has all entries strictly positive. A wvector, v € R™, is a steady state if
Av =v.

Lemma 11.1.2 The property of being a stochastic matrix is preserved by taking products.

Proof: Suppose the sum over a row equals 1 for A and B. Then letting the entries be
denoted by (a;;) and (b;;) respectively,

sz:aikbkj =y <z; am) brj = zk:bkj =1.

i k
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A similar argument yields the same result in the case where it is the sum over a column
which is equal to 1. It is obvious that when the product is taken, if each a;j;,b;; > 0, then
the same will be true of sums of products of these numbers.

The following theorem is convenient for showing the existence of limits.

Theorem 11.1.3 Let A be a real p X p matriz having the properties
1. Qi Z 0
2. Bither 330 aij =1 o0r 32" a;; = 1.
3. The distinct eigenvalues of A are {1, g, ..., A} where each |A;j| < 1.

Then lim,, oo A™ = Ao exists in the sense that lim,_,oo a? = a9, the ij1" entry Ao.

1] 75
Here aj; denotes the ijth entry of A™. Also, if X = 1 has algebraic multiplicity r, then
the Jordan block corresponding to A = 1 is just the r X r identity.
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Proof. By the existence of the Jordan form for A, it follows that there exists an invertible
matrix P such that

I+ N
Iy (/\2)
PTAP = ’ _ =J

T (Am)

where I is r X r for r the multiplicity of the eigenvalue 1 and N is a nilpotent matrix for
which N™ = 0. I will show that because of Condition 2, N = 0.
First of all,
Jri ()\z) =NI+ N;

where N; satisfies N;* = 0 for some r; > 0. It is clear that N; (\;I) = (A1) N and so

r

(Jr, (A0))" = Xn: (Z) NEArE =0 (:) N

k=0 k=0

which converges to 0 due to the assumption that |[A;| < 1. There are finitely many terms

and a typical one is a matrix whose entries are no larger than an expression of the form
X" E O (n—1) - (n— k+1) < Cx [\ 0k

which converges to 0 because, by the root test, the series Y.~ |)\,;|n_k n* converges. Thus

foreach 1 =2,...,p,
lim (J,, (A;))" =0.

n—oo

By Condition 2, if a;; denotes the ijt" entry of A", then either

P

n o __ n __ n
g a;; =1 or E a;; =1, a;5 > 0.
i=1

This follows from Lemma 11.1.2. It is obvious each a% > 0, and so the entries of A™ must
be bounded independent of n.
It follows easily from

n times

PlAPP'APP AP ... P71AP = P7lA™P

that
PtA"p =Jn (11.1)

Hence J™ must also have bounded entries as n — co. However, this requirement is incom-
patible with an assumption that N # 0.
If N #0, then N® # 0 but N5t =0 for some 1 < s < r. Then

(I+N)" :1+§: (Z)Nk

k=1

One of the entries of N*® is nonzero by the definition of s. Let this entry be n;;. Then this

implies that one of the entries of (I + N)" is of the form (7) n;;. This entry dominates the

ij*" entries of (Z) NP for all k < s because

Jm ()/(3) =
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Therefore, the entries of (I + N)" cannot all be bounded. From block multiplication,

(I+N)"
. (Jra (A2)
(Jrp (Am))"

and this is a contradiction because entries are bounded on the left and unbounded on the
right.
Since N = 0, the above equation implies lim,,_,,, A™ exists and equals

I
P _ P'H
0

Are there examples which will cause the eigenvalue condition of this theorem to hold?
The following lemma gives such a condition. It turns out that if a;; > 0, not just > 0, then
the eigenvalue condition of the above theorem is valid.

Lemma 11.1.4 Suppose A = (a;;) is a stochastic matriz. Then A =1 is an eigenvalue. If
a;; > 0 for all i, j, then if p is an eigenvalue of A, either |u| < 1 or = 1. In addition to
this, if Av = v for a nonzero vector, v.€ R", then v;v; > 0 for alli,j so the components of
v have the same sign.

Proof: Suppose the matrix satisfies
Z CLij = 1
J

Then if v = ( 1 -1 )T, it is obvious that Av = v. Therefore, this matrix has A = 1
as an eigenvalue. Suppose then that u is an eigenvalue. Is |u| < 1 or u = 1?7 Let v be an
eigenvector and let |v;| be the largest of the |v;].

MHU; = Z QU5
J
and now multiply both sides by wv; to obtain

> aiguii =Y ai; Re (v;0;70)
- ,

J

2 2
> aij |l vil* = |ul i)
7

2 2
1] v

IA
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Therefore, |p| < 1. If |u| = 1, then equality must hold in the above, and so v;T; & must be
real and nonnegative for each j. In particular, this holds for j = 1 which shows 7z and hence
w are real. Thus, in this case, 4 = 1. The only other case is where |u| < 1.

If instead, ), a;; = 1, consider AT Both A and AT have the same characteristic poly-
nomial and so their eigenvalues are exactly the same. H

Lemma 11.1.5 Let A be any Markov matriz and let v be a vector having all its components
non negative with Y, v; = c¢. Then if w = Av, it follows that w; > 0 for all i and ), w; = c.

Proof: From the definition of w,
w; = Zaijvj Z 0.
J

Also
pIUED IS 9 WRTED SRS
i g Jj i J
The following theorem about limits is now easy to obtain.
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Theorem 11.1.6 Suppose A is a Markov matriz (The sum over a column equals 1) in
which a;; > 0 for all i,j and suppose w is a vector. Then for each 1,

lim (A*w). = v

i, (), =
where Av =v. In words, A¥w always converges to a steady state. In addition to this, if

the vector, w satisfies w; > 0 for all i and ), w; = ¢, then the vector v will also satisfy the
conditions, v; > 0, Y. v; = c.

Proof: By Lemma 11.1.4, since each a;; > 0, the eigenvalues are either 1 or have absolute
value less than 1. Therefore, the claimed limit exists by Theorem 11.1.3. The assertion that
the components are nonnegative and sum to ¢ follows from Lemma 11.1.5. That Av =v
follows from

v= lim A"w = lim A""'w=A4 lim A"w = Av. 1
n—oo n—oo n—oo

It is not hard to generalize the conclusion of this theorem to regular Markov processes.

Corollary 11.1.7 Suppose A is a reqular Markov matriz, on for which the entries of A*
are all positive for some k, and suppose w is a vector. Then for each 1,

lim (A"w),

i = Ui
n—oo

where Av =v. In words, A"w always converges to a steady state. In addition to this, if
the vector w satisfies w; > 0 for all i and ), w; = ¢, Then the vector v will also satisfy the
conditions v; > 0, Y. v; = c.

Proof: Let the entries of A* be all positive. Now suppose that a;; > 0 for all 4,5 and
A = (ai;) is a transition matrix. Then if B = (b;;) is a transition matrix with b;; > 0 for
all ij, it follows that BA is a transition matrix which has strictly positive entries. The ij*"

entry of BA is
Zbikakj > 0,
k

Thus, from Lemma 11.1.4, A* has an eigenvalue equal to 1 for all k sufficiently large, and
all the other eigenvalues have absolute value strictly less than 1. The same must be true of
A, for if X is an eigenvalue of A with |[A| = 1, then A\ is an eigenvalue for A* and so, for
all k large enough, A¥ =1 which is absurd unless A = 1. By Theorem 11.1.3, lim,,_,,, A"w
exists. The rest follows as in Theorem 11.1.6. B

11.2 Migration Matrices

Definition 11.2.1 Let n locations be denoted by the numbers 1,2, ---  n. Also suppose it is
the case that each year a;; denotes the proportion of residents in location j which move to
location i. Also suppose no one escapes or emigrates from without these n locations. This last
assumption requires Y, a;; = 1. Thus (ai;) is a Markov matriz referred to as a migration
matriz.

Ifv=(xy, - ,xn)T where x; is the population of location ¢ at a given instant, you obtain
the population of location ¢ one year later by computing Zj a;jr; = (Av), . Therefore, the
population of location i after k years is (Akv)i . Furthermore, Corollary 11.1.7 can be used
to predict in the case where A is regular what the long time population will be for the given
locations.
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As an example of the above, consider the case where n = 3 and the migration matrix is
of the form

6 0 .1
2 .8 0
2 2.9
Now )
6 0 .1 .38 .02 .15
2 8 0 = .28 .64 .02
2 29 .34 .34 .83

and so the Markov matrix is regular. Therefore, (Akv)i will converge to the i*" component
of a steady state. It follows the steady state can be obtained from solving the system

x4+ .lz =2
2+ .8y=y
224 . 2y+ .92 =2

along with the stipulation that the sum of z,y, and z must equal the constant value present
at the beginning of the process. The solution to this system is

{ly=x,z =4z, = z}.
If the total population at the beginning is 150,000, then you solve the following system

y=z
z =4dx
z +y + z = 150000

whose solution is easily seen to be {x = 25000, z = 100000,y = 25000} . Thus, after a long
time there would be about four times as many people in the third location as in either of
the other two.

11.3 Markov Chains

A random variable is just a function which can have certain values which have probabilities
associated with them. Thus it makes sense to consider the probability that the random
variable has a certain value or is in some set. The idea of a Markov chain is a sequence of
random variables, {X,,} which can be in any of a collection of states which can be labeled
with nonnegative integers. Thus you can speak of the probability the random variable, X,
is in state i. The probability that X, i is in state j given that X, is in state ¢ is called
a one step transition probability. When this probability does not depend on n it is called
stationary and this is the case of interest here. Since this probability does not depend on n
it can be denoted by p;;. Here is a simple example called a random walk.

Example 11.3.1 Let there be n points, x;, and consider a process of something moving
randomly from one point to another. Suppose X, is a sequence of random variables which
has values {1,2,--- ,n} where X,, =i indicates the process has arrived at the ith point. Let
pij be the probability that X, 1 has the value j given that X, has the value i. Since X411
must have some value, it must be the case that }_; a;; = 1. Note this says that the sum over
a row equals 1 and so the situation is a little different than the above in which the sum was
over a column.
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As an example, let 1, x5, 3,24 be four points taken in order on R and suppose
and x4 are absorbing. This means that py, = 0 for all k£ # 4 and py, = 0 for all k #£ 1.
Otherwise, you can move either to the left or to the right with probability % The Markov
matrix associated with this situation is

S O -
oo o
O Ot O
= o OO

Definition 11.3.2 Let the stationary transition probabilities, p;; be defined above. The
resulting matriz having p;; as its ijt" entry is called the matriz of transition probabilities.
The sequence of random variables for which these p;; are the transition probabilities is called
a Markov chain. The matrixz of transition probabilities is called a stochastic matriz.

The next proposition is fundamental and shows the significance of the powers of the
matrix of transition probabilities.

Proposition 11.3.3 Let p}; denote the probability that X, is in state j given that Xo was
in state i. Then pj; is the ijth entry of the matriz P™ where P = (p;;) .

Proof: This is clearly true if n = 1 and follows from the definition of the p;;. Suppose
true for n. Then the probability that X, is at j given that X, was at i equals ), pli.pk;
because X,, must have some value, k, and so this represents all possible ways to go from i
to j. You can go from 7 to 1 in n steps with probability p;; and then from 1 to j in one step
with probability pi; and so the probability of this is pj;p1; but you can also go from 7 to 2
and then from 2 to j and from 4 to 3 and then from 3 to j etc. Thus the sum of these is
just what is given and represents the probability of X, 1 having the value j given X, has
the value . B

In the above random walk example, lets take a power of the transition probability matrix
to determine what happens. Rounding off to two decimal places,

20

1 0 0 0 1 0 0 0
50 5 0 | 67 9.5x10°7 0 .33
0 5 0 5| ~| .3 0 9.5x 1077 .67
00 0 1 0 0 0 1

Thus po; is about 2/3 while ps2 is about 1/3 and terms like pao are very small. You see this
seems to be converging to the matrix

O wl—wIN =
o O OO
OO OO
= wowlm O
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After many iterations of the process, if you start at 2 you will end up at 1 with probability
2/3 and at 4 with probability 1/3. This makes good intuitive sense because it is twice as far
from 2 to 4 as it is from 2 to 1.

Theorem 11.3.4 The eigenvalues of

0p O 0
qg O 0
0 ¢

0 p
0 : 0 g¢q 0

have absolute value less than 1. Here p+ q =1 and both p,q > 0.
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Proof: By Gerschgorin’s theorem, if A is an eigenvalue, then |A\| < 1. Now suppose v
is an eigenvector for A\. Then

pv2 U1

qui + pus U2

Av = : = :
qUn—2 + Pun Un—1

qUn—1 Un,

Suppose |A| = 1. Then the top row shows p |vs| = |v1] so |v1]| < |vz|. Suppose |v1| < |vg| <
-+ < |ug| for some k < n. Then

[Avg| = k| < qlvg—1] + plvksr] < q o] + p |vks]
and so subtracting ¢ |vi| from both sides,
plvk| < plvesl

showing {|vg|};_, is an increasing sequence. Now a contradiction results on the last line
which requires |v,_1| > |v,|. Therefore, |A| < 1 for any eigenvalue of the above matrix. W

Corollary 11.3.5 Let p,q be positive numbers and let p+ q = 1. The eigenvalues of

a p 0 - 0
g a p - 0
0 ¢ a :

0 .
0 : 0 q a

are all strictly closer than 1 to a. That is, whenever X\ is an eigenvalue,
A —al <1
have absolute value less than 1.

Proof: Let A be the above matrix and suppose Ax =Ax. Then letting A’ denote

0 p 0 - 0
g 0 p - 0
0 g O F
0 p
0 0 q
it follows
Ax=(N—-a)x
and so from the above theorem,
A—a|<1. N

Example 11.3.6 In the gambler’s ruin problem a gambler plays a game with someone, say
a casino, until he either wins all the other’s money or loses all of his own. A simple version
of this is as follows. Let Xy denote the amount of money the gambler has. Fach time the
game 1is played he wins with probability p € (0,1) or loses with probability (1 —p) = q. In
case he wins, his money increases to Xy + 1 and if he loses, his money decreases to Xy — 1.
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The transition probability matrix P, describing this situation is as follows.

1 00 0 00
qg 0 p O 0 0
0 0 p 0
P=|00gq 0 0 (11.2)
S0 . . p o0
00 : 0 ¢q 0 p
000 0 0 01

Here the matrix is b+ 1 x b+ 1 because the possible values of X}, are all integers from 0 up
to b. The 1 in the upper left corner corresponds to the gambler’s ruin. It involves X = 0
so he has no money left. Once this state has been reached, it is not possible to ever leave
it. This is indicated by the row of zeros to the right of this entry the k" of which gives the
probability of going from state 1 corresponding to no money to state k!.

In this case 1 is a repeated root of the characteristic equation of multiplicity 2 and all
the other eigenvalues have absolute value less than 1. To see that this is the case, note that
the characteristic polynomial is of the form

A p o --.. 0

qg X p - 0
(1=N)2?det| 0 ¢ —A

0 : 0 qg =X

and the factor after (1 — \)? has zeros which are in absolute value less than 1. Its zeros are
the eigenvalues of the matrix

0p O 0

g 0 p 0
A=1] 0

P

0 : 0 ¢ 0

and by Corollary 11.3.5 these all have absolute value less than 1.

Therefore, by Theorem 11.1.3 lim,,_, o, P™ exists. The case of lim,,_, Pjo is particularly
interesting because it gives the probability that, starting with an amount j, the gambler
eventually ends up at 0 and is ruined. From the matrix, it follows

) -1 -1 .
p?o = qp?j—l)() +pp?j+1)0 for J € [17 b— 1] ’
poo = 1, and ppy = 0.

To simplify the notation, define P; = lim,,_, p}j; as the probability of ruin given the initial
fortune of the gambler equals j. Then the above simplifies to
P = qPj_1+pPjsy forje[l,b—1], (11.3)
P, = 1, and P, =0.

INo one will give the gambler money. This is why the only reasonable number for entries in this row to
the right of 1 is 0.
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Now, knowing that P; exists, it is not too hard to find it from 11.3. This equation is
called a difference equation and there is a standard procedure for finding solutions of these.
You try a solution of the form P; = 2/ and then try to find x such that things work out.
Therefore, substitute this in to the first equation of 11.3 and obtain

2l = qui™! + pai Tt
Therefore,
pr? —z4+q=0

and so in case p # ¢, you can use the fact that p + ¢ = 1 to obtain

r = %(1—}— (1—4pq)) or%(l— (1—427(1))
= 5 (VIR T=) or 5 (1- V=B (1-9)
= lorg.

J
Now it follows that both P; = 1 and P; = (%) satisfy the difference equation 11.3.
Therefore, anything of the form A
J
a+p (q) (11.4)
p

will satisfy this equation. Find a, b such that this also satisfies the second equation of 11.3.
Thus it is required that

b
a+ﬁzl,a+ﬁ<q) =0
p
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and so

b
a+pB=1, oz—l—ﬂ(g) —-0
p
(2)

1
-1+(3) 1+(3)"
yields the following in the case that p # q.

[l

Solution is : ¢ = —

5,0 = — } . Substituting this in to 11.4 and simplifying,

b—jgi _ b
p ¢ —q
p="_1"2 (11.5)
p°—q
Note that i . .
i P 4 b=
p=q  pb—qb b

Thus as the game becomes more fair in the sense the probabilities of winning become closer

. . . e c . b—i
to 1/2, the probability of ruin given an initial amount j is =72.

177
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Alternatively, you could consider the difference equation directly in the case where p =
q = 1/2. In this case, you can see that two solutions to the difference equation

1 1
_P‘7 = 5 -1 =+ §Pj+1 fOI'j S [].,b - 1} 5 (116)
Py, = 1, and P, =0.

are P; =1 and P; = j. This leads to a solution to the above of

p =t (11.7)
b
This last case is pretty interesting because it shows, for example that if the gambler
starts with a fortune of 1 so that he starts at state j = 1, then his probability of losing all
is b_Tl which might be quite large, especially if the other player has a lot of money to begin
with. As the gambler starts with more and more money, his probability of losing everything
does decrease.

11.4 Exercises

1. Suppose the migration matrix for three locations is

S5 0 3
3 8 0
2 2 79

Find a comparison for the populations in the three locations after a long time.

2. Show that if ). a;; = 1, then if A = (a;;), then the sum of the entries of Av equals
the sum of the entries of v. Thus it does not matter whether a;; > 0 for this to be so.

3. If A satisfies the conditions of the above problem, can it be concluded that lim,, . A™
exists?

4. Give an example of a non regular Markov matrix which has an eigenvalue equal to
—1.

5. Show that when a Markov matrix is non defective, all of the above theory can be proved
very easily. In particular, prove the theorem about the existence of lim,,_, ., A™ if the
eigenvalues are either 1 or have absolute value less than 1.

6. Find a formula for A™ where

5 1

A= 7 1 1 _»
P 11 3
3 —3 0 -2

Does lim,,_, o, A™ exist? Note that all the rows sum to 1. Hint: This matrix is similar

to a diagonal matrix. The eigenvalues are 1, —1, %, %
7. Find a formula for A™ where
2 -1 1 -1
4 1 —4
A=15 1 1
2 1 1
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10.

11.

12.

13.

14.

15.

16.

Note that the rows sum to 1 in this matrix also. Hint: This matrix is not similar
to a diagonal matrix but you can find the Jordan form and consider this in order to
obtain a formula for this product. The eigenvalues are 1, —1, %, %

Find lim,,_,o, A™ if it exists for the matrix

1 1 1
e
R GRS S
A= 2 & 2
i 3 3
2 2 2

The eigenvalues are %, 1,1, 1.

Give an example of a matrix A which has eigenvalues which are either equal to 1,—1,
or have absolute value strictly less than 1 but which has the property that lim,, ., A™
does not exist.

If A is an n X n matrix such that all the eigenvalues have absolute value less than 1,
show lim,,_,oc A™ = 0.

Find an example of a 3 x 3 matrix A such that lim,_,., A™ does not exist but
lim, _, o0 A%" does exist.

If A is a Markov matrix and B is similar to A, does it follow that B is also a Markov
matrix?

In Theorem 11.1.3 suppose everything is unchanged except that you assume either
>-jai; < lor ) a;; < 1. Would the same conclusion be valid? What if you don’t
insist that each a;; > 07 Would the conclusion hold in this case?

Let V be an n dimensional vector space and let x € V and x # 0. Consider £, =
x,Ax, - , A" 'x where

A™x € span (X,Ax, e ,Amflx)

and m is the smallest such that the above inclusion in the span takes place. Show
that {x,Ax,--- , A" !x} must be linearly independent. Next suppose {vi,---, vy}
is a basis for V. Consider 3. as just discussed, having length m;. Thus A™iv; is a
linearly combination of v;,Av;,--- A" lv; for m as small as possible. Let py, (\) be
the monic polynomial which expresses this linear combination. Thus py, (A)v; = 0
and the degree of py, () is as small as possible for this to take place. Show that the
minimal polynomial for A must be the monic polynomial which is the least common
multiple of these polynomials py, (A).

If A is a complex Hermitian n x n matrix which has all eigenvalues nonnegative, show
that there exists a complex Hermitian matrix B such that BB = A.

TSuppose A, B are n X n real Hermitian matrices and they both have all nonnegative
eigenvalues. Show that det (A + B) > det (A)+det (B). Hint: Use the above problem
and the Cauchy Binet theorem. Let P? = A, Q? = B where P,Q are Hermitian and
nonnegative. Then

A+B=(P Q)(S).
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17.

18.

19.

20.

@
b
« is a scalar and A is n X n. Show that « must be real, c=b, and A = A* A is
nonnegative, and that if & = 0, then b = 0. Otherwise, a > 0.

Suppose B = ( il isan (n + 1) x (n 4+ 1) Hermitian nonnegative matrix where

MIf A is an n x n complex Hermitian and nonnegative matrix, show that there exists
an upper triangular matrix B such that B*B = A. Hint: Prove this by induction. It
is obviously true if n = 1. Now if you have an (n 4+ 1) X (n + 1) Hermitian nonnegative

2 b*
matrix, then from the above problem, it is of the form gb @ A ,a real.

1 Suppose A is a nonnegative Hermitian matrix which is partitioned as
Ann A
A =
< Az Az

where Aj1, Age are square matrices. Show that det (A) < det (A1) det (Asz). Hint:
Use the above problem to factor A getting

e By, 0* Bi1 Bis
Biy, B3, 0 Bao
Next argue that A1y = B}, Bi1, A2a = BY3B12 + B35 Bas. Use the Cauchy Binet theo-

rem to argue that det (Ag) = det (BiyB12 + B3y Baa) > det (B33 Ba2) . Then explain
why

det (A) det (B7,) det (B3,) det (By1) det (Bas)

det (BrlBll) det (B;QBQQ)

T Prove the inequality of Hadamard. If A is a Hermitian matrix which is nonnegative,
then

det (A) S H A“‘
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Inner Product Spaces

12.1 General Theory

It is assumed here that the field of scalars is either R or C. The usual example of an inner
product space is C™ or R™ as described earlier. However, there are many other inner product
spaces and the topic is of such importance that it seems appropriate to discuss the general
theory of these spaces.

Definition 12.1.1 A vector space X is said to be a normed linear space if there exists a
function, denoted by |-| : X — [0,00) which satisfies the following axioms.

1. |2| >0 for all z € X, and |z| =0 if and only if x = 0.
2. |az| = |al|z| for all a € F.

3. Jo +yl < |z + 1yl

This function || is called a norm.

The notation ||z|| is also often used. Not all norms are created equal. There are many
geometric properties which they may or may not possess. There is also a concept called an
inner product which is discussed next. It turns out that the best norms come from an inner
product.

Definition 12.1.2 A mapping (-,-) : V x V. — F is called an inner product if it satisfies
the following axioms.
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1. (z,y) = (y,2).
(z,2) >0 for all x € V and equals zero if and only if x = 0.

2.
3. (ax +by,z) =a(x,z)+b(y,z) whenever a,b € F.

Note that 2 and 3 imply (x, ay + bz) = a(z,y) + b(x, 2).
Then a norm is given by
(2,2)"/% = Ja].

It remains to verify this really is a norm.

Definition 12.1.3 A normed linear space in which the norm comes from an inner product
as just described is called an inner product space.

182
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Example 12.1.4 Let V = C" with the inner product given by

n
(x,y) = Z Tk
k=1

This is an example of a complex inner product space already discussed.

Example 12.1.5 Let V = R",

n
(xy)=x-y=> z;u.

j=1
This is an example of a real inner product space.
Example 12.1.6 Let V be any finite dimensional vector space and let {vy, - ,v,} be a
basis. Decree that
_ s ) lifi=g
(vi,vj) =655 = { 0ifiti

and define the inner product by
n
(@,y) =) 'y
i=1
where

n n
_ i _ i
CU—ECﬂUmy—Ein'
i=1 i=1

The above is well defined because {vy,---,v,} is a basis. Thus the components z;
associated with any given x € V are uniquely determined.

This example shows there is no loss of generality when studying finite dimensional vector
spaces with field of scalars R or C in assuming the vector space is actually an inner product
space. The following theorem was presented earlier with slightly different notation.

Theorem 12.1.7 (Cauchy Schwarz) In any inner product space

(@, y)| < =[]yl
where |z| = (J;,x)l/z.
Proof: Let w € C, |w| = 1, and @w(z,y) = |(z,y)| = Re(x, yw). Let
F(t) = (x + tyw, = + twy).
Then from the axioms of the inner product,
F(t) = |z|* 4 2t Re(x, wy) + t|y|> > 0.
This yields
|| + 2t|(z, y)| + [yl* > 0.

If |y| = 0, then the inequality requires that |(x,y)| = 0 since otherwise, you could pick large
negative ¢ and contradict the inequality. If |y| > 0, it follows from the quadratic formula
that

Az, y)* — 4lzPyl* < 0. W

Earlier it was claimed that the inner product defines a norm. In this next proposition
this claim is proved.
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Proposition 12.1.8 For an inner product space, |x| = (x,x)1/2 does specify a norm.
Proof: All the axioms are obvious except the triangle inequality. To verify this,

(z+y,2+y) = |2]> +[y|> + 2Re (2, y)
|z + [y|* + 2 (2, )]
|z + [y|* + 22| [y = (2] + [y])*. ™

|z +y|?

<
<

The best norms of all are those which come from an inner product because of the following
identity which is known as the parallelogram identity.

1/2
b

Proposition 12.1.9 If (V,(-,-)) 4s an inner product space then for |z| = (x,x) the

following identity holds.
@+ y* + |z —y” = 22" + 2]y[*.

It turns out that the validity of this identity is equivalent to the existence of an inner
product which determines the norm as described above. These sorts of considerations are
topics for more advanced courses on functional analysis.

Definition 12.1.10 A basis for an inner product space, {u1,--- ,un} is an orthonormal
basis if
_ _JLifk=j
(Uk’uj) _5k3 = { 0ifk+#j

Note that if a list of vectors satisfies the above condition for being an orthonormal set,
then the list of vectors is automatically linearly independent. To see this, suppose

n

Jo . —
E cu; =0
j=1

Then taking the inner product of both sides with uy,
0= ch (uj,ug) = chéjk =
j=1 j=1

12.2 The Gram Schmidt Process

Lemma 12.2.1 Let X be a finite dimensional inner product space of dimension n whose
basis is {x1, -+ ,x,}. Then there exists an orthonormal basis for X, {u1,--- ,un} which has
the property that for each k < n, span(xy,--- ,xr) = span (uy,- - ,Ug) .

Proof: Let {z1, - ,z,} be abasis for X. Let u; = 1/ |21|. Thus for k = 1, span (u1) =
span (1) and {u;} is an orthonormal set. Now suppose for some k < n, uj, ---, ur have
been chosen such that (u;,u;) = §;; and span (x1,--- ,xx) = span (u1, - - ,ux). Then define

k
Tt — 2o (Tht1, uj) uy
U1 = =1 R (12.1)

k
Tt — gt (The1,u5) Uy

where the denominator is not equal to zero because the x; form a basis and so

Tp+1 & span (z1,- -+ ,xx) = span (ug, - -, Ug)
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Thus by induction,

Ugt1 € span (U1, -+ , Uk, Tht1) = Span (1, -+ , T, Tpt1) -
Also, xgy1 € span (ug,- -, Uk, ups+1) which is seen easily by solving 12.1 for zx41 and it
follows
Span (l']_, e 7xk7xk+1) = Span (U]_, e ;ukauk-‘,-l) .
Ifl <k,

M-

Il
A

(upt1,w) = O((wkﬂauz)— (xk+lauj)(ujaul))

J

™M=

= 0((1‘k+1’uz)— ($k+1,uj)5lj)

<.
Il
A

= C((@g+1,w) — (Tp41,w)) = 0.
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The vectors, {uj}?zl, generated in this way are therefore an orthonormal basis because
each vector has unit length. l
The process by which these vectors were generated is called the Gram Schmidt process.
The following corollary is obtained from the above process.

Corollary 12.2.2 Let X be a finite dimensional inner product space of dimension n whose
basis is {uy,- - Uk, Tpt1, -+ sTnt. Then if {uy, - ,ur} is orthonormal, then the Gram
Schmidt process applied to the given list of vectors in order leaves {uy,- -+ ,ur} unchanged.

Lemma 12.2.3 Suppose {uj}?zl is an orthonormal basis for an inner product space X.
Then for all x € X,

z=Y (x,uj)u;.

1

n
Jj=

Proof: By assumption that this is an orthonormal basis,

550
D (@) (ug,w) = (@,u) -

j=1

Letting y = > p_; (@, ug) ug, it follows

(@ —youy) = (2u5) =D (2, up) (uk, )

k
= (z,u;) — (z,u5) =0

xfy,icjuj =0
j=1

and so (x — y,z) = 0 for all z € X. Thus this holds in particular for z =  — y. Therefore, z
=y N

The following theorem is of fundamental importance. First note that a subspace of an
inner product space is also an inner product space because you can use the same inner
product.

Theorem 12.2.4 Let M be a subspace of X, a finite dimensional inner product space and
let {z;}.", be an orthonormal basis for M. Then if y € X and w € M,

|y—w|2:inf{\y—z|2:z€M} (12.2)
if and only if
(y—w,z) =0 (12.3)
for all z € M. Furthermore,
w = (y, i) @ (12.4)

i=1

is the unique element of M which has this property. It is called the orthogonal projection.
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Proof: Let ¢t € R. Then from the properties of the inner product,
ly—(w+t(z—w)> =y —w|” +2tRe (y —w,w — 2) + 1* |z — w|*. (12.5)

If (y —w,z) =0 for all z € M, then letting ¢ = 1, the middle term in the above expression
vanishes and so |y — z|* is minimized when z = w.

Conversely, if 12.2 holds, then the middle term of 12.5 must also vanish since otherwise,
you could choose small real ¢ such that

ly —wl* > |y = (w+t(z —w)”

Here is why. If Re(y — w,w — z) < 0, then let ¢t be very small and positive. The middle
term in 12.5 will then be more negative than the last term is positive and the right side of
this formula will then be less than |y — w|®. If Re (y — w,w — z) > 0 then choose ¢ small
and negative to achieve the same result.

It follows, letting z; = w — z that

Re(y —w,z1) =0
for all z; € M. Now letting w € C be such that w (y — w, 21) = |(y — w, z1)]|,
(y —w,z1)| = (y — w,wz1) = Re(y —w,wz;) =0,

which proves the first part of the theorem since z; is arbitrary.

It only remains to verify that w given in 12.4 satisfies 12.3 and is the only point of M
which does so. To do this, note that if ¢;,d; are scalars, then the properties of the inner
product and the fact the {z;} are orthonormal implies

m m
E CiZi, E dj.%‘j = E Cidi
i=1 j=1 i

By Lemma 12.2.3,

and so

m
ya Iz Z Y, £E1 2, &5) = 0.
=1

This shows w given in 12.4 does minimize the function, z — |y — 2\2 for z € M. It only
remains to verify uniqueness. Suppose than that w;,7 = 1,2 minimizes this function of z
for z € M. Then from what was shown above,
2 2
ly —wil” = [y — w2 +ws —wi|
2 2
ly — wa|” + 2Re (y — wo, wo — wy) + |wy — w|
2 2 2
= |y —wa" +|w2 —wi|” <y —wal,

the last equal sign holding because ws is a minimizer and the last inequality holding because
w1 minimizes. W
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12.3 Riesz Representation Theorem

The next theorem is one of the most important results in the theory of inner product spaces.
It is called the Riesz representation theorem.

Theorem 12.3.1 Let f € L(X,F) where X is an inner product space of dimension n.
Then there exists a unique z € X such that for all x € X,

flx)=(z,2).
Proof: First I will verify uniqueness. Suppose z; works for j = 1,2. Then for all € X,
0=f(z)—f(z)= (2,21 — 22)

and so z; = 29.
It remains to verify existence. By Lemma 12.2.1, there exists an orthonormal basis,
{u; };L:l . Define

z = Zf (uj)u;.
j=1

Then using Lemma 12.2.3,

n

Fluyuy | =" f (ug) (,uy)

1 j=1

I

(I’,Z) = €,

J

n

f Z(z,uj)uj =f(z). 1

j=1

Corollary 12.3.2 Let A€ L(X,Y) where X and Y are two inner product spaces of finite
dimension. Then there exists a unique A* € L (Y, X) such that

(Az,y)y = (v, Ay) x (12.6)
forallx € X and y € Y. The following formula holds

(aA+ BB)" = aA* + BB*
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Proof: Let f, € L (X,F) be defined as

fy (2) = (Az,y)y -

Then by the Riesz representation theorem, there exists a unique element of X, A* (y) such
that

(Az,y)y = (z, 47 (y))x -
It only remains to verify that A* is linear. Let a and b be scalars. Then for all x € X,
(, A (ay1 + by2)) x = (Az, (ay1 + by2))y
= E(Ax)yl) +l_)(AIL',y2) =
a(z, A" (y1)) + 0 (2, A" (y2)) = (z,aA" (1) + bA" (2)).

Since this holds for every z, it follows

A" (ay1 + by2) = aA™ (y1) + DA™ (y2)
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which shows A* is linear as claimed.
Consider the last assertion that * is conjugate linear.

(z,(cA+ BB)"y) = ((aA+ BB) z,y)

a(Az,y) + B (Br,y) = a(x, Ay) + B (z, B"y)
= (z,@A%y) + (z, BA™Y) = (z, (@A* + BA") y).
Since x is arbitrary, B
(aA+BB)"y = (@A* + BA*)y
and since this is true for all y,
(aA+BB)" =aA* + BA*. A

Definition 12.3.3 The linear map, A* is called the adjoint of A. In the case when A : X —
X and A= A*, A is called a self adjoint map. Such a map is also called Hermitian.

Theorem 12.3.4 Let M be an m X n matrixz. Then M* = (M)T in words, the transpose
of the conjugate of M is equal to the adjoint.

Proof: Using the definition of the inner product in C",

(Mx,y) = (x,M*y sz (M*);;y z:(M*)wyﬂcz
]
Also

MX y ZZijijz

Since x,y are arbitrary vectors, it follows that M;; = (M*)ij and so, taking conjugates of
both sides,
My, = 3
which gives the conclusion of the theorem.
The next theorem is interesting. You have a p dimensional subspace of F"* where F = R
or C. Of course this might be “slanted”. However, there is a linear transformation @ which
preserves distances which maps this subspace to FP.

Theorem 12.3.5 Suppose V' is a subspace of F™ having dimension p < n. Then there exists
a Q€ L(F",F") such that
QV Cspan (e, - ,ep)
and |Qx| = |x| for all x. Also
Q'Q=QQ" =1

Proof: By Lemma 12.2.1 there exists an orthonormal basis for V,{v;}/_, . By using the
Gram Schmidt process this may be extended to an orthonormal basis of the whole space,
F",

{Vla Vi, Vphd, ,Vn} .

Now define Q € £ (F",F") by Q (v;) = e; and extend linearly. If Y7 | z;v; is an arbitrary

element of F",
n 2
i=1

€

2 n
=2 lail’ =
i=1
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It remains to verify that Q*Q = QQ* = I. To do so, let x,y € F". Then

(Qx+y),Qx+y))=(x+y,x+y).

Thus
1Qx|* + |Qy|* + 2Re (Qx,Qy) = x> + |y|* + 2Re (x,y)

and since @) preserves norms, it follows that for all x,y € F”,
Re (@x,Qy) = Re (x,Q"Qy) = Re (x,y) .

Thus
Re (x,Q"Qy —y) =0 (12.7)

for all x,y. Let w be a complex number such that |w| = 1 and
w(x,Q"Qy —y) = [(x,Q"Qy —y)|.
Then from 12.7,

0 = Re(wx,Q"Qy—y)=Rew(x,Q"Qy —y)

= |(xQ"Qy — )
and since x is arbitrary, it follows that for all y,
Q'Qy—y=0
Thus
I1=0Q%Q.

Similarly QQ* =1. B

12.4 The Tensor Product Of Two Vectors

Definition 12.4.1 Let X and Y be inner product spaces and let x € X and y € Y. Define
the tensor product of these two vectors, y ® x, an element of L (X,Y) by

y@u(u) =y (ur)y.

This is also called a rank one transformation because the image of this transformation is
contained in the span of the vector, y.

The verification that this is a linear map is left to you. Be sure to verify this! The
following lemma has some of the most important properties of this linear transformation.

Lemma 12.4.2 Let X,Y,Z be inner product spaces. Then for « a scalar,
(ayoz) =arey (12.8)
(z@y1) (2 @) = (y2,91) 2 @@ (12.9)
Proof: Let u € X and v € Y. Then
(o (y®2)u,v) = (@ (u,2) y,v) = a (u,2) (3, v)

and
(v, az @y (v) = (w,a(v,y)z) = a(y,v) (u,z).
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Therefore, this verifies 12.8.
To verify 12.9, let u € X.

(z@wy1) (Y2 @ x) (u) = (v, %) (2@ Y1) (y2) = (u, @) (Y2, 1) 2
and
(y2,y1) 2 @ @ (u) = (y2,91) (u,z) 2.
Since the two linear transformations on both sides of 12.9 give the same answer for every

u € X, it follows the two transformations are the same. B

Definition 12.4.3 Let X,Y be two vector spaces. Then define for A;B € L(X,Y) and
a € F, new elements of L(X,Y) denoted by A+ B and oA as follows.

(A+ B) () = Ax + Bz, (acA)x = a(Az).

Theorem 12.4.4 Let X and Y be finite dimensional inner product spaces. Then L (X,Y)
18 a vector space with the above definition of what it means to multiply by a scalar and add.

Let {vy,- -+ ,v,} be an orthonormal basis for X and {wy, -+ ,wm,} be an orthonormal basis
for' Y. Then a basis for L(X,Y) is

{wj®7}i:i:17...’n7j:l’...7m}'

Proof: It is obvious that £ (X,Y) is a vector space. It remains to verify the given set
is a basis. Consider the following:

A—Z(Avk,wl)wl®vk Vp, Wy | = (Avp, ) —
k.l

> (Avg,wy) (v, vr) (wr, wy)

k,l

= (Avp,w,) — Z (Avg, wy) OpiOri
k.l

= (Avp, w,) — (Avp, w,) = 0.

Download free eBooks at bookboon.com



Linear Algebra Il Spectral Theory
and Abstract Vector Spaces Markov Processes

Letting A — Zk,l (Avk, w;) w; ® vy, = B, this shows that Bv, = 0 since w, is an arbitrary
element of the basis for Y. Since v, is an arbitrary element of the basis for X, it follows
B =0 as hoped. This has shown {w; ® v; :¢=1,---,n, j=1,--- ,m} spans L(X,Y).

It only remains to verify the w; ® v; are linearly independent. Suppose then that

E CijW; Qv = 0
4,

Then do both sides to vs. By definition this gives
0= Zcijwj (US,’UZ') = Zcijwjdsi = chjwj
i,J i,J J

Now the vectors {wy, -+ ,wy,} are independent because it is an orthonormal set and so the
above requires c,; = 0 for each j. Since s was arbitrary, this shows the linear transformations,
{w; ® v;} form a linearly independent set. W

Note this shows the dimension of £(X,Y) = nm. The theorem is also of enormous
importance because it shows you can always consider an arbitrary linear transformation as
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a sum of rank one transformations whose properties are easily understood. The following
theorem is also of great interest.

Theorem 12.4.5 Let A=}, ;i c;jw;®v; € L(X,Y) where as before, the vectors, {w;} are
an orthonormal basis for Y and the vectors, {v;} are an orthonormal basis for X. Then if
the matriz of A has entries My;, it follows that M;; = c;;.

Proof: Recall
Avi = Z Mkiwk
k

Also
Av; = g crjwk @ v; (v;) = E ckjwi (vi, v;)
k,j k,j
= E Crjwi0;; = g ChiWg
k,j 2
Therefore,

g Mkiwk:E Cli W
3

k
and so My; = c; for all k. This happens for each 7. B

12.5 Least Squares

A common problem in experimental work is to find a straight line which approximates as
well as possible a collection of points in the plane {(z;,y;)},_,. The usual way of dealing
with these problems is by the method of least squares and it turns out that all these sorts
of approximation problems can be reduced to Ax = b where the problem is to find the best
x for solving this equation even when there is no solution.

Lemma 12.5.1 LetV and W be finite dimensional inner product spaces andlet A : V — W
be linear. For each y € W there exists x € V' such that

|Az — y| < |Azy — |

for all x1 € V. Also, x € V is a solution to this minimization problem if and only if x is a
solution to the equation, A*Ax = A*y.

Proof: By Theorem 12.2.4 on Page 383 there exists a point, Axg, in the finite dimen-
sional subspace, A (V), of W such that for all x € V,|Ax — y|2 > |Azo — y|2. Also, from
this theorem, this happens if and only if Azy — y is perpendicular to every Az € A (V).
Therefore, the solution is characterized by (Azg —y, Az) = 0 for all x € V which is the
same as saying (A*Azxg — A*y,x) = 0 for all x € V. In other words the solution is obtained
by solving A*Axy = A*y for zy. B

Consider the problem of finding the least squares regression line in statistics. Suppose
you have given points in the plane, {(z;,v;)},_, and you would like to find constants m
and b such that the line y = mx + b goes through all these points. Of course this will be
impossible in general. Therefore, try to find m, b such that you do the best you can to solve
the system

Y1 xp 1

Yn Tn 1
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2
Y1

which is of the form y = Ax. In other words try to make |A ( TZ ) — as small
Yn

as possible. According to what was just shown, it is desired to solve the following for m and
b.

Y1

A*A( i ) = A
b
Yn

Since A* = AT in this case,

(Bt %) (5)-CE)

Solving this system of equations for m and b,

— (i w) O y) + O @iy n
(e n— (00 z:)°

and

p— _ (Z?:l ;) Z?:l TiYi + (Z?:l Yi) Z?:l $z2
= 5 .
Cim i) n — (i, %)
One could clearly do a least squares fit for curves of the form y = ax? + bx + ¢ in the
same way. In this case you solve as well as possible for a, b, and ¢ the system

=N

i x1 1 a Y1

Sttt

Tp 1 ¢ Yn
using the same techniques.

12.6 Fredholm Alternative Again

The best context in which to study the Fredholm alternative is in inner product spaces.
This is done here.

Definition 12.6.1 Let S be a subset of an inner product space, X. Define
St={recX:(x,s)=0 forallscS}.

The following theorem also follows from the above lemma. It is sometimes called the
Fredholm alternative.

Theorem 12.6.2 Let A:V — W where A is linear and V and W are inner product spaces.
Then A (V) = ker (A*)".

Proof: Let y = Az soy € A(V). Then if A*z =0,
(y,2) = (Az,2) = (z,A72) = 0

showing that y € ker (A*)" . Thus A (V) C ker (A*)".
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Now suppose y € ker (A*)J‘. Does there exists x such that Ax = y? Since this might
not be immediately clear, take the least squares solution to the problem. Thus let x be a
solution to A*Ax = A*y. It follows A* (y — Az) = 0 and so y — Ax € ker (A*) which implies
from the assumption about y that (y — Az,y) = 0. Also, since Az is the closest point to
y in A(V), Theorem 12.2.4 on Page 383 implies that (y — Az, Azy) = 0 for all z; € V.

/_/% 9
In particular this is true for 1 = z and so 0 = (y — Ax,y) — (y — Az, Az) = |y — Az|”,
showing that y = Az. Thus A (V) D ker (A*)*. B

Corollary 12.6.3 Let A,V, and W be as described above. If the only solution to A*y =0
is y = 0, then A is onto W.

Proof: If the only solution to A*y = 0 is y = 0, then ker (4*) = {0} and so every vector
from W is contained in ker (A*)" and by the above theorem, this shows A (V) =W. B

12.7 Exercises

1. Find the best solution to the system

r+2y==6
2c —y =5
3z +2y=0
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2. Find an orthonormal basis for R?, {w1, wy, w3} given that w; is a multiple of the
vector (1,1,2).

3. Suppose A = AT is a symmetric real n x n matrix which has all positive eigenvalues.
Define

(x%,y) = (A%, y) .

Show this is an inner product on R™. What does the Cauchy Schwarz inequality say
in this case?

4. Let
||X||oo Emax{|:r]| j = 172a"' 7”}-

Show this is a norm on C". Here x = ( 21 -+ ap )T. Show

1/2
x| < [x] = (x,%)"

where the above is the usual inner product on C™.

197
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5.

10.

Let

Show this is a norm on C". Here x = ( Ty o Xp )T. Show

_ 1/2
1], > x| = (x,x)"/

where the above is the usual inner product on C". Show there cannot exist an inner
product such that this norm comes from the inner product as described above for
inner product spaces.

Show that if ||-|| is any norm on any vector space, then
Il = llylll < [lz = yl|-

Relax the assumptions in the axioms for the inner product. Change the axiom about
(x,2) > 0 and equals 0 if and only if 2 = 0 to simply read (z,z) > 0. Show the Cauchy
Schwarz inequality still holds in the following form.

(@, y)] < (z,2)"% (y,9)"2.

Let H be an inner product space and let {uy};_, be an orthonormal basis for H.
Show

(1'71/) = Z (a:7uk) (ya Uk)'

k=1

Let the vector space V' consist of real polynomials of degree no larger than 3. Thus a
typical vector is a polynomial of the form

a+ bz + cx® + da®.

For p,q € V define the inner product,

1
(p,(J)E/O p(z)q(z)dz.

Show this is indeed an inner product. Then state the Cauchy Schwarz inequality in
terms of this inner product. Show {1,:17,x2,:173} is a basis for V. Finally, find an
orthonormal basis for V. This is an example of some orthonormal polynomials.

Let P, denote the polynomials of degree no larger than n — 1 which are defined on an
interval [a,b] . Let {1, ,z,} be n distinct points in [a, b] . Now define for p,q € P,,

(p.q) = Zp(xj)Q(xj)

Show this yields an inner product on P,,. Hint: Most of the axioms are obvious. The
one which says (p,p) = 0 if and only if p = 0 is the only interesting one. To verify this
one, note that a nonzero polynomial of degree no more than n — 1 has at most n — 1
ZEros.
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12.

13.

Let C([0,1]) denote the vector space of continuous real valued functions defined on
[0,1]. Let the inner product be given as

1
(f.9) z/o f (@) g (x) du

Show this is an inner product. Also let V' be the subspace described in Problem 9.
Using the result of this problem, find the vector in V which is closest to z*.

A regular Sturm Liouville problem involves the differential equation, for an un-
known function of x which is denoted here by y,

(p(2)y) + (Mg (2) +7(@)y =0, @ € [a,0]

and it is assumed that p(¢),q(¢) > 0 for any ¢ € [a,b] and also there are boundary
conditions,

Cry(a)+Cay' (a) = 0
ng (b) + O4y/ (b) = 0
where
C?+C2 >0, and C2 + C? > 0.

There is an immense theory connected to these important problems. The constant, A
is called an eigenvalue. Show that if y is a solution to the above problem corresponding
to A = A; and if z is a solution corresponding to A = Ao # A1, then

/bq(x)y(x)z(x) dx = 0. (12.10)
and this defines an inner product. Hint: Do something like this:
(p(@)y) z+Ng@) +r(@)yz = 0,
(p(x) ) y+ (Aaq () + 7 (2)) 2y 0.
Now subtract and either use integration by parts or show
(p(@)y) 2= (@) ) y=(p@)y)z = (p)2)y)

and then integrate. Use the boundary conditions to show that 3’ (a) z (a)—2' (a) y (a) =
0 and ¢’ (b) z (b) — 2’ (b) y (b) = 0. The formula, 12.10 is called an orthogonality rela-
tion. It turns out there are typically infinitely many eigenvalues and it is interesting
to write given functions as an infinite series of these “eigenfunctions”.

Consider the continuous functions defined on [0, 7], C ([0, 7]). Show
(f9)= [ fodo
0

is an inner product on this vector space. Show the functions {\/g sin (nz)} are
n=1

an orthonormal set. What does this mean about the dimension of the vector space

C ([0,7])? Now let Viy = span (\Fsin (), \/?sin(Nx)> . For f € C (]0,7]) find

™ ’ ™
a formula for the vector in Vy which is closest to f with respect to the norm determined
from the above inner product. This is called the N** partial sum of the Fourier series
of f. An important problem is to determine whether and in what way this Fourier
series converges to the function f. The norm which comes from this inner product is

sometimes called the mean square norm.
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14. Consider the subspace V' = ker (A) where

15.

16.

17.

1 -1

2
0
3

(2N OIS
O O
B =

Find an orthonormal basis for V. Hint: You might first find a basis and then use the
Gram Schmidt procedure.

The Gram Schmidt process starts with a basis for a subspace {v1,--- ,v,} and pro-
duces an orthonormal basis for the same subspace {uy, - ,uy} such that

sSpan (,017"' 7Uk) = Span (ula" : 7uk)

for each k. Show that in the case of R™ the QR factorization does the same thing.
More specifically, if

A= ( Vi - Vg )
and if
A=QR=(aq - an )R
then the vectors {qi, - ,qn} is an orthonormal set of vectors and for each k,
span (q17 e aqk) = Spall (Vla e 7Vk)

Verify the parallelogram identify for any inner product space,
2 2 2 2
[z +yl" + [z —yl" = 2[z[" +2y["
Why is it called the parallelogram identity?

Let H be an inner product space and let K C H be a nonempty convex subset. This
means that if k1, ko € K, then the line segment consisting of points of the form

thy + (1 —t) kg for ¢t € [0,1]

is also contained in K. Suppose for each x € H, there exists Pz defined to be a point
of K closest to . Show that Pz is unique so that P actually is a map. Hint: Suppose
z1 and zo both work as closest points. Consider the midpoint, (21 + z2) /2 and use the
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18.

19.

parallelogram identity of Problem 16 in an auspicious manner.

In the situation of Problem 17 suppose K is a closed convex subset and that H
is complete. This means every Cauchy sequence converges. Recall from calculus a
sequence {k,} is a Cauchy sequence if for every ¢ > 0 there exists N. such that
whenever m,n > N, it follows |k, — k,| < . Let {k,} be a sequence of points of K
such that

lim |z —k,| =inf{|z — k| : k € K}

n—oo
This is called a minimizing sequence. Show there exists a unique k € K such that
lim,,, |k — k| and that & = Px. That is, there exists a well defined projection map
onto the convex subset of H. Hint: Use the parallelogram identity in an auspicious
manner to show {k,} is a Cauchy sequence which must therefore converge. Since K
is closed it follows this will converge to something in K which is the desired vector.

Let H be an inner product space which is also complete and let P denote the projection
map onto a convex closed subset, K. Show this projection map is characterized by

Markov Processes
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20.

21.

22.

23.

24.

25.

26.

the inequality
Re(k — Pz,x — Pz) <0
for all £ € K. That is, a point z € K equals Px if and only if the above variational

inequality holds. This is what that inequality is called. This is because k is allowed
to vary and the inequality continues to hold for all k € K.

Using Problem 19 and Problems 17 - 18 show the projection map, P onto a closed
convex subset is Lipschitz continuous with Lipschitz constant 1. That is

|Pz — Py| < |z —y|

Give an example of two vectors in R* x,y and a subspace V such that x -y = 0 but
Px-Py # 0 where P denotes the projection map which sends x to its closest point on

V.

Suppose you are given the data, (1,2),(2,4),(3,8),(0,0). Find the linear regression
line using the formulas derived above. Then graph the given data along with your
regression line.

Generalize the least squares procedure to the situation in which data is given and you
desire to fit it with an expression of the form y = af (x) 4 bg (z) + ¢ where the problem
would be to find a,b and ¢ in order to minimize the error. Could this be generalized
to higher dimensions? How about more functions?

Let A € £L(X,Y) where X and Y are finite dimensional vector spaces with the dimen-
sion of X equal to n. Define rank (4) = dim (A (X)) and nullity(A) = dim (ker (4)) .
Show that nullity(A) + rank (4) = dim (X ). Hint: Let {x;},_, be a basis for ker (A)
and let {z;};_, U{y;}/—," be a basis for X. Then show that {Ay;},_)" is linearly
independent and spans AX.

Let A be an m xn matrix. Show the column rank of A equals the column rank of A*A.
Next verify column rank of A*A is no larger than column rank of A*. Next justify the
following inequality to conclude the column rank of A equals the column rank of A*.

rank (A) =rank (A*A) <rank (A*) <

=rank (AA*) <rank (A4).

Hint: Start with an orthonormal basis, {Ax;}’_, of A (F") and verify {A*Ax;}"_,
is a basis for A*A (F").

Let A be a real m x n matrix and let A = QR be the QR factorization with @
orthogonal and R upper triangular. Show that there exists a solution x to the equation

RTRx = RTQ™

and that this solution is also a least squares solution defined above such that A7 Ax =
ATb.
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12.8 The Determinant And Volume

The determinant is the essential algebraic tool which provides a way to give a unified treat-
ment of the concept of p dimensional volume of a parallelepiped in RM. Here is the definition
of what is meant by such a thing.

Definition 12.8.1 Let uy,--- ,u, be vectors in RM M > p. The parallelepiped determined
by these vectors will be denoted by P (ui,--- ,u,) and it is defined as

P
P(uy,---,up) = Zsjuj 185 €10,1]
j=1

The volume of this parallelepiped is defined as
volume of P (uy,--- ,up) =v (P (ug,---,up)) = (det (u; - uj))l/2 .
If the vectors are dependent, this definition will give the volume to be 0.

First lets observe the last assertion is true. Say u; = > . ; ju;. Then the ith row is
a linear combination of the other rows and so from the properties of the determinant, the
determinant of this matrix is indeed zero as it should be.

A parallelepiped is a sort of a squashed box. Here is a picture which shows the relation-
ship between P (ug,---,u,_1) and P (ug,---,uy).
A

In a sense, we can define the volume any way we want but if it is to be reasonable, the

following relationship must hold. The appropriate definition of the volume of P (uy,--- ,u,)
in terms of P (uy, -+ ,up_1) is
0 (P (ug, -+ w,)) = [y Joos ()]0 (P (ur,- -+ 1) (12.11)

In the case where p = 1, the parallelepiped P (v) consists of the single vector and the one

dimensional volume should be [v| = (vZv) 2 Now having made this definition, I will show
that this is the appropriate definition of p dimensional volume for every p.

Definition 12.8.2 Let {uy,--- ,u,} be vectors. Then

U(P(ulv"' 7up))

T 1/2

= det . (u1 uy - up)

As just pointed out, this is the only reasonable definition of volume in the case of one
vector. The next theorem shows that it is the only reasonable definition of volume of a
parallelepiped in the case of p vectors because 12.11 holds.
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Theorem 12.8.3 With the above definition of volume, 12.11 holds.

Proof: To check whether this is so, it is necessary to find |cos (8)|. This involves finding
the vector perpendicular to P (uy,--- ,u,-1). Let {wq,---,w,} be an orthonormal basis
for span (uy, - - - ,u,) such that span (wy,--- ,wy) = span (uy, - - - , uy) for each k < p. Such
an orthonormal basis exists because of the Gram Schmidt procedure. First note that since
{wy} is an orthonormal basis for span (ug,--- ,u,),

p
w; =Y (u - wi) Wi
k=1

and if i,7 <k
k
u;-u; = Z(uj -wi) (w; - W)
k=1

Therefore, for each k < p

uy

ug

det ) (u1 uy - uk)
uy

is the determinant of a matrix whose ;" entry is

k
ufuy =uuy =) (u-w) (W w)

r=1

Thus this matrix is the product of the two k x k matrices, one which is the transpose of the
other.

(up-wy) (up-wz) -+ (ug-wg)
(ug-wp) (uz-wsz) -+ (ug-wyg)
(ug -wi1) (ug-wa) -+ (ug-wg)
(w-wi) (uz-wy) (ug - w1)
(u1 W2) (112 'Wz) (uk Wz)
(wwe) (pwy) - (e wy)
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It follows

det . (u1 us - uk)

(- wi) (up-wa) - (up-wp)

and so from the definition,
v(P(ay, - ,ug)) =

/
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(up -wy) (ug-wg) -+ (ug-wg)

(uz-wy) (up-wz) -+ (uz-wg)
det
(up-wi)  (up-wa) oo (ug - wy)
Now consider the vector
W1 Wo e Wp
(ul ‘Wl) (ul ‘WQ) (ul W )
N = det ?
(wp—1-w1) (Wpo1-wa) - (Up_1-Wp)

which results from formally expanding along the top row. Note that from what was just
discussed,
v (P(uy,- - ) = A,

Now it follows from the formula for expansion of a determinant along the top row that for

each j <p—1
P

Nowy =) (wy-wi) (N-wg) = > (u; - wy) Ay

k=1 k=1

where A1, is the 1k cofactor of the above matrix. Thus if j < p—1

(uj - wy) (u; - wa) (u; - wp)
N - — det u; - wyp) (ug .. ws) (ug - wy) .
(upfl. . W1) (upfl. . W2> c. (up—l . Wp)

because the matrix has two equal rows while if j = p, the above discussion shows N - u,
equals +v (P (ug,--- ,up)). Therefore, N points in the direction of the normal vector in the
above picture or else it points in the opposite direction to this vector. From the geometric
description of the dot product,

IN -,
|cos (9)]
1N
and it follows
N-u
o loos (9] (P (- 11)) = f | 200 (P ()

_ o (P (- )

v(P(ur,--up))

IN|
Now at this point, note that from the construction, w,, - u; = 0 whenever £ < p — 1 because
uy, € span (wi, -+, Wp_1). Therefore, |IN| = |Ay,| =v (P (uy,--- ,up_1)) and so the above

reduces to
[up| [cos (0)| v (P (a1, -+ up—1)) =0 (P(ur, - ,up)). B

The theorem shows that the only reasonable definition of p dimensional volume of a
parallelepiped is the one given in the above definition.
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12.9 Exercises

1. Here are three vectors in R* : (1,2,0,3)T , (2,1, —3,2)T , (0,0, 1,2)T. Find the three
dimensional volume of the parallelepiped determined by these three vectors.

2. Here are two vectors in R* : (1,2,0, 3)T ,(2,1,-3, 2)T. Find the volume of the paral-
lelepiped determined by these two vectors.

3. Here are three vectors in R2 : (1,2)",(2,1)",(0,1)". Find the three dimensional
volume of the parallelepiped determined by these three vectors. Recall that from the
above theorem, this should equal 0.

4. Find the equation of the plane through the three points (1,2,3),(2,-3,1),(1,1,7).

5. Let T map a vector space V to itself. Explain why T is one to one if and only if T is
onto. It is in the text, but do it again in your own words.

6. TLet all matrices be complex with complex field of scalars and let A be an n x n matrix
and B a m x m matrix while X will be an n x m matrix. The problem is to consider
solutions to Sylvester’s equation. Solve the following equation for X

AX - XB=C
where C' is an arbitrary n X m matrix. Show there exists a unique solution if and only
if o (A)No(B)=0. Hint: If g ()\) is a polynomial, show first that if AX — XB =0,

then ¢ (A) X — Xq(B) = 0. Next define the linear map T which maps the n x m
matrices to the n x m matrices as follows.

TX =AX -XB

Show that the only solution to TX = 0 is X = 0 so that T is one to one if and only if
o (A)No (B) = . Do this by using the first part for g (A) the characteristic polynomial
for B and then use the Cayley Hamilton theorem. Explain why ¢ (A)f1 exists if and
only if the condition o (A) N o (B) = 0.

7. Compare Definition 12.8.2 with the Binet Cauchy theorem, Theorem 3.3.14. What is
the geometric meaning of the Binet Cauchy theorem in this context?

8. For W a subspace of V, W is said to have a complementary subspace [14] W' if
W @ W' = V. Suppose that both W, W' are invariant with respect to A € L (V,V).
Show that for any polynomial f(\), if f(A)x € W, then there exists w € W such
that f(A)x = f(A)w. A subspace W is called A admissible if it is A invariant and
the condition of this problem holds.

9. T Return to Theorem 10.3.4 about the existence of a basis g = {ﬂxl, e ,ﬁxp} for V

where A € L (V,V). Adapt the statement and proof to show that if W is A admissible,
then it has a complementary subspace which is also A invariant. Hint:

The modified version of the theorem is: Suppose A € £ (V,V) and the minimal poly-
nomial of A is ¢ (\)™ where ¢ (\) is a monic irreducible polynomial. Also suppose
that W is an A admissible subspace. Then there exists a basis for V' which is of

the form 8 = {ﬂml,-~- By Vs ,vm} where {vy,--+,v;,} is a basis of W. Thus

span (Bm R B%) is the A invariant complementary subspace for W. You may want

to use the fact that ¢ (A) (V) NW = ¢ (A) (W) which follows easily because W is A
admissible. Then use this fact to show that ¢ (A) (W) is also A admissible.
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