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PREFACE

The present monograph deals with some topical problems of stability
theory of nonlinear large-scale systems. The purpose of this book is to de-
scribe some new applications of Liapunov matrix-valued functions method
to the theory of stability of evolution problems governed by nonlinear equa-
tions with structural perturbations.

The concept of structural perturbations has extended the possibilities
of engineering simulation of the classes of real world phenomena. We have
written this book for the broadest audience of potentially interested learn-
ers: applied mathematicians, applied physicists, control and electrical en-
gineers, commmunication network specialists, performance analysts, oper-
ations researchers, etc., who deal with qualitative analysis of ordinary dif-
ferential equations, difference equations, impulsive equations, and singular
perturbed equations.

To accomplish our aims, we have thought it necessary to make the anal-
ysis:

(i) general enough to apply to the many variety of applications which
arise in science and engineering, and

(ii) simple enough so that it can be understood by persons whose math-
ematical training does not extend beyond the classical methods of stability
theories which were popular at the end of the twentieth century.

Of course, we understood that it is not possible to achive generality and
simplicity in a perfect union but, in fact, the new generalization of direct
Liapunov’s method give us new possibilities in the direction.

In this monograph the concept of structural perturbations is developed
in the framework of four classes of systems of nonlinear equations mentioned
above. The direct Liapunov method being one of the main methods of qual-
itative analysis of solutions to nonlinear systems is used in this monograph
in the direction of its generalization in terms of matrix-valued auxiliary
functions.

Thus, the concept of structural perturbations combined with the method
of Liapunov matrix-valued functions is a methodological base for the new
direction of investigations in nonlinear systems dynamics.

The monograph is arranged as follows.

Chapter 1 provides an overview of recent results for four classes of sys-
tems of equations (continuous, discrete-time, impulsive, and singular per-
turbed systems), which are a necessary introduction to the qualitative the-
ory of the same classes of systems of equations but under structural per-
turbations.

Chapters 2 -5 expose the mathematical stability theory of equations un-
der structural perturbations. The sufficient existence conditions for various
dynamical properties of solutions to the classes of systems of equations
under consideration are obtained in terms of the matrix-valued Liapunov
functions and are easily available for practical applications. All main re-
sults are illustrated by many examples from mechanics, power engineering
and automatical control theory.
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Final Sections of Chapters 2—5 deal with the discussion of some direc-
tions of further generalization of obtained results and their applications.
To this end new problems of nonlinear dynamics and system theory are
involved.

Some of the important features of the monograph are as follows. This is
the first book that

(i) treats the stability theory of large scale dynamical systems via
matrix-valued Lyapunov functions;

(ii) demonstrates that developing of the direct Lyapunov method for
time-continuous, discrete-time, impulsive and singularly perturbed
large scale systems via matrix auxiliary functions is a powerful tech-
nique for the qualitative study of large scale systems;

(iii) presents sufficient stability conditions in terms of sign definiteness
of special matrices;

(iv) shows that utilizing of the matrix-valued Lyapunov functions in
investigating the stability theory of large scale dynamical systems
is significantly more useful.
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NOTATION

R — the set of all real numbers
Ry =[0,400) C R — the set of all nonnegative numbers
RF — k-th dimensional real vector space

R x R™ — the Cartesian product of R and R"

G1 x G — topological product

(a,b) — open interval a <t <b

[a,b] — closed interval a <t <b

AUB — union of sets A and B

AN B — intersection of sets A and B

D — closure of set D

0D — boundary of set D

Njé{To,...7T0+k7...}7 T()ZO, k:1,27

{z: ®(x)} — set of z’s for which the proposition ® is true

T =[—o00,400] = {t: —o0 <t < +00} — the largest time interval

T =[r,+00) = {t: 7 <t < 400} — the right semi-open unbounded
interval associated with 7

7; C R — a time interval of all initial moments ¢g under consideration (or,
all admissible t)

To = [to, +00) = {t: to <t < 400} — the right semi-open unbounded
interval associated with tg

||z|| — the Euclidean norm of vector x in R™

x(t;to,z9) — a motion of a system at ¢t € R iff z(to) = zo, x(to;t0, o) =
Zo

B, ={x € R": ||z|| <€} — open ball with center at the origin and radius
e>0

O (to,e) =max {0: § = d(to,e) > xo € Bs(to, ) = x(t;to, z0) € Be,
Vt € To} — the maximal ¢ obeying the definition of stability

Ap(to) = max {A: A = A(ty), Yp > 0, Vo € Ba, I7(to,x0,p) € (0,400)
3 x(t;to, o) € By, Vt € T;} — the maximal A obeying the
definition of attractivity

Tm (to, Zo, p) = min{7: 7 = 7(to, z0, p) > x(t;t0,20) € By, YVt € T,} —
the minimal 7 satisfying the definition of attractivity

N — a time-invariant neighborhood of original of R"

f: RxN — R™ — a vector function mapping R x A/ into R"

C(7; x N') — the family of all functions continuous on 7, x A/

CHIN (T, x N) — the family of all functions i-times differentiable on 7
and j-times differentiable on A/

C = C([-7,0], R™) — the space of continuous functions which map [—7, 0]
into R™

U(t,z), U: T, Xx R* — R**® — matrix-valued Liapunov function,
§=2,3,...,m

Vt,x), V: T, x R* — R®* — vector Liapunov function

v(t,z), v: T, Xx R* — Ry — scalar Liapunov function

D*o(t,z) (D™ v(t,x)) — the upper right (left) Dini derivative of v along
X(t; to, o) at (t,x)

Div(t,x) (D_v(t,z)) — the lower right (left) Dini derivative of v along
x(t;t0, o) at (t,z)
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Stability Theory of Large-Scale

Dynamical Systems Notation

D*v(t,z) — denotes that both DY v(¢,z) and D v(t,x) can be used

Du(t,z) — the Eulerian derivative of v along x(¢; to, o) at (¢, z)

Ai(+) — the i-th eigenvalue of a matrix (-)

Aum(-) — the maximal eigenvalue of a matrix (-)

Am(-) — the minimal eigenvalue of a matrix (-)
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GENERALITIES

1.1 Introduction

This Chapter contains description of some classes of large scale dynamical
systems and a concept of nonclassical structural perturbations. These types
of systems are investigated in Chapters 2—-5 for the same classes of large
scale systems of equations which, however, contain nonclassical structural
perturbations.

The Chapter is arranged as follows.

Section 1.2 deals with description of stability problems for continuous,
discrete-time, impulsive and singularly perturbed large scale dynamical
systems. The definitions for various types of motion stability of nonau-
tonomous and nonlinear systems are presented.

Section 1.3 presents some approaches to qualitative analysis of nonlinear
systems under structural perturbations.

Section 1.4 exposes general concept of stability under nonclassical struc-
tural perturbations.

Section 1.5 sets out a version of generalization of the Liapunov direct
method via matrix-valued Liapunov functions as a main approach to sta-
bility analysis under nonclassical structural perturbations in the book.

Finaly, in Section 1.6 there are some comments to Chapter 1.

1.2 Some Types of Large-Scale Dynamical Systems

In this Section the notions of motion stability corresponding to the mo-
tion properties of nonautonomous systems are presented being necessary in
subsequent presentation. Basic notions of the method of matrix-valued Li-
apunov functions are discussed and general theorems and some corollaries
are set out.

Throughout this Section, real systems of ordinary differential equations
will be considered. Notations will be used.

1.2.1 Ordinary differential large-scale systems  We start with a
general description of a dynamic system of ordinary differential equations

dy; .
(1.2.1) dZ =Yt yiseestm)y  i=1,2,...m,

or in the equivalent vector form

dy _

(1.2.2) — =

Y(ty),
where € R", Y(t,y) = (Yi(t,y),...,Yu(t,y)T, Y: T x R* — R™

We will assume that the right-hand part of (1.2.2) satisfies the solution
existence and uniqueness conditions of the Cauchy problem

Download free eBooks at bookboon.com



dy _

(1.2.3) =

Y(tv y)7 y(to) = Yo,

for any (to,y0) € 7 x 2, 0 € Q and 2 is an open connected subset of R™.
Let y(t) = v¥(¢;to,yo) be the solution of system (1.2.2), definite on the

interval [to,7) and noncontinuable behind the point 7, i.e. y(t) is not

definite for ¢ = 7,. Then

(1.2.4) lim |ly(t)|| = 400 as t—7—0.

Using solution y(t) and the right-hand part of system (1.2.2) we construct
the vector-function

(1.2.5) ft2) =Y z+9(t) - Y(t9(@)
and consider the system

(1.2.6) Z—j = f(t,x).
It is easy to verify that the solutions of systems (1.2.2) and (1.2.6) are
correlated as

z(t) = y(t) — ¥(t)
on the general interval of existence of solutions y(¢) and v (¢). It is clear that
system (1.2.6) has a trivial solution z(¢t) = 0. This solution corresponds
to the solution y(t) = 1(t) of system (1.2.2). Obviously, the reduction of
system (1.2.2) to system (1.2.6) is possible only when the solution y(t) =
(t) is known.

Qualitative investigation of solutions of system (1.2.2) relatively solution
() is reduced to the investigation of behavior of solution z(t) to system
(1.2.6) which differs “little” from the trivial one for ¢ =ty.

In motion stability theory system (1.2.6) is called the system of perturbed
motion equations.

Since equations (1.2.6) can generally not be solved analytically in closed
from, the qualitative properties of the equilibrium state are of great prac-
tical interest. We start with a series of definitions.

Definition 1.2.1 The equilibrium state = 0 of the system (1.2.6) is:

(i) stable iff for every ty € 7; and every € > 0 there exists d(tg,e) > 0,
such that ||zo]| < 6(¢o,€) implies

llx(t; to, xo)|| < e forall ¢ e Tp;

(ii) wniformly stable iff both (i) holds and for every ¢ > 0 the corre-
sponding maximal §y; obeying (i) satisfies

inf [0ps(¢,€): t € T;] > 0
(iii) stable in the whole iff both (i) holds and
dm(t,e) = +oo as e — +oo forall teR;

(iv) uniformly stable in the whole iff both (ii) and (iii) hold,;
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(v) unstable iff there are tg € 7;, € € (0,400) and 7 € Ty, T > to,
such that for every ¢ € (0,+00) there is zg, ||zo|| < d, for which

(75 to, o)l = €.

Definition 1.2.2 The equilibrium state 2 = 0 of the system (1.2.6) is:
(i) attractive iff for every to € 7; there exists A(tg) > 0 and for every
¢ > 0 there exists 7(to; zo,¢) € [0,+00) such that ||zg] < A(to)
implies ||z(t; to, zo)|| < ¢ for all ¢ € (to + 7(to; zo, (), +00);
(ii) xo-uniformly attractive iff both (i) is true and for every ¢y € R there
exists A(tp) > 0 and for every ¢ € (0,400) there exists 7,[to,
A(to),¢] € [0,4+00) such that

sup [T (to; 0, ¢): xo € Ba(to)] = Tu(to, Zo,();

(iii) to-uniformly attractive iff both (i) is true, there is A > 0 and for
every (zo,() € Ba x (0,400) there exists 7,(R, zo,() € [0, +00)
such that

sup [Tm(t0)3 Zo, C) to € 7;] = Tu(lza 2o, C)?

(iv) wniformly attractive iff both (ii) and (iii) hold, that is, that (i)
is true, there exists A > 0 and for every ¢ € (0,400) there is
Tu(R, A, ¢) € ]0,+00) such that

sup [T (to; 20, )+ (to,20) € T X Bal = 7(Ti, A, ();

The properties (i)—(iv) hold “in the whole” iff (i) is true for every
A(to) € (0,400) and every to € 7;.

i
~

UROPEAN
# BUS INESS
SCHOOL

FINANCIAL TIMES

R #gobeyond

"i\  | Ilmllll

MASTER IN MANAGEMENT

.

B
.~ Because achieving your dreams is your greatest challenge. IE Business School's Master in Management taught in English,

Spanish or bilingually, trains young high performance professionals at the beginning of their career through an innovative
and stimulating program that will help them reach their full potential.

Choose your area of specialization.
Customize your master through the different options offered.
Global Immersion Weeks in locations such as London, Silicon Valley or Shanghai.

Because you change, we change with you.

Download free eBooks at bookboon.com


http://s.bookboon.com/IE

Definition 1.2.3 The equilibrium state = 0 of the system (1.2.6) is

(i) asymptotically stable iff it is both stable and attractive;

(ii) equi-asymptotically stable iff it is both stable and xg-uniformly at-
tractive;

(iii) quasi-uniformly asymptotically stable iff it is both uniformly stable
and tg-uniformly attractive;

(iv) uniformly asymptotically stable iff it is both uniformly stable and
uniformly attractive;

(v) The properties (i) —(iv) hold “in the whole” iff both the correspond-
ing stability of = 0 and the corresponding attraction of z = 0
hold in the whole;

(vi) exponentially stable iff there are A > 0 and real numbers o > 1
and 8 > 0 such that ||zg]] < A implies

lx(t; to, zo)|| < allzol| exp[—B(t —to)], forall te Ty, forall toe€T;.
This holds in the whole iff it is true for A = +oo.

In the investigation of both system (1.2.2) and (1.2.11) the solution z(t)
is assumed to be definite for all ¢t € 7 (for all ¢ € Tp).
Further, with reference to system (1.2.6) we introduce the notations

(,13 » L2 ""71‘137,)T€Rn7 JISERn57
T T
(1.2.7) Ut o) = (), fntwm)T,
gT(t,LE):(g?(t,z),...,gmt;p Zns_n

System (1.2.6) has the meaning of a large scale system, if for its dimen-
sions being large enough the decomposition to the form

dzs
(1.2.8) CZ = fo(t,xs) + 9s(t, 21, .. 20), s=1,2,...,m,

with the independent subsystems

dx
(1.2.9) ;t = fult,zs), s=1,2,...,m,

and interconnection functions
(1.2.10) gs: gs(t, o1, ... xn), s=1,2,...,m,

simplifies the procedure of qualitative analysis of its solutions.

The decomposition is correct if systems (1.2.6) and (1.2.8) are equivalent
by their dynamical properties.

Since the decomposition of system (1.2.6) to (1.2.8) can be accomplished
in several ways, the dynamical properties of its independent subsystems
(1.2.9) may differ. Besides, the interconnection functions (1.2.10) can in-
flunce essentially the dynamical properties of subsystems (1.2.8).
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Note that if subsystems (1.2.9) possess strong stability, for example, the
zero solution of subsystems (1.2.9) is uniformly asymptotically stable or
exponentially stable, then for bounded at each instant of time intercon-
nection functions (1.2.10) the solution of system (1.2.7) possesses the same

type of stability even in the case of g¢s(t,21,...,2,) not equal to zero for
Ty = x93 = -+ = x, = 0, though being small at each instant of time on
semiaxis.

1.2.2 Ordinary difference large-scale systems Consider a system
with finite number of degrees of freedom described by the system of differ-
ence equations in the form

(1.2.11) z(t +1) = f(r, (7)),

where 7 € NX* &2 {7y, ..., 70+ k,...}, 0 >0, k=1,2,..., x € R",
f: NI x R — R", f(r,z) is continuous in z. Let solution z(7; 79, zg) of
system (1.2.11) be definite for all 7 € NI and x(79; 70, o) = Zo. Assume
that f(r, ) =z for all 7 € N iff x = 0. Besides, system (1.2.11) admits
zero solution z = 0 and it corresponds to the unique equilibrium state of
system (1.2.11).

The definitions of the dynamical properties of solutions of system (1.2.11)
are obtained by replacing the independent variable t € R by 7 € N in
Definitions 1.2.1-1.2.3 and so are omitted.

Stability (instability) of the equilibrium state = 0 of system (1.2.11)
is sometimes studied by means of reducing this system to the form

(1.2.12) a(r +1) = Az(7) + g(1,2(7)),

where A is a constant n X n—matrix, g: N x R™ — R" is a vector-function
continuous in = and satisfies certain conditions of smallness.

In this case, under some additional restrictions on the properties of ma-
trix A, stability (instability) of the state = 0 of system (1.2.12) can be
studied in terms of the first order approximation equations.

Of essential interest is the case when the order of system (1.2.11) is rather
high, or when this system is a composition of more simple subsystems. In
this case the finite-dimensional system of equations of the type of

(T4 1) = filr, (1)) + gi(1, 21(7), . ., T (7)),

1.2.13

( ) i=1,2,....m,

is considered, where x; € R™, f;: NT x R%  g;: NT x R™ x -+ x
R — R™.

Via designation (1.2.7) system (1.2.13) can be presented in the vector
form

(1.2.14) a(r+1) = f(r,2(7)) + g(m,2(1)) = H(7,2(7)).

Formally system (1.2.14) coinsides in form with system (1.2.11). However,
if g(7,z(7)) =0, this system falls into the independent subsystems

(1.2.15) zi(t+1) = fi(r,xi(7)), i=1,2,...,m,

each of the latter can possess the same degree of complexity of the solution
behavior as the system (1.2.11).
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Stability Theory of Large-Scale
Dynamical Systems Generalities

1.2.3 Ordinary impulsive large-scale systems The impulsive system
of differential equations of general type

d:r

Az = Ii(z), t=m(z), k=12,...,

has the meaning of a large scale impulsive system, if it can be decomposed
into m interconnected impulsive subsystems

dl‘j .
a5 = Db+ t —-1,2,...
(1217) dt fJ( ’xj) +‘fj( ,IE), 7& Tk(.’E), J y &y ,m,

Aa:j :ij($j)+11:j($), t:Tk($), k:172""'

We assume on system (1.2.16) that
(1) x € R, f(t,ac) =0 iff z=0;
(2) 0<Tk( < Tpt1 (), T(x) — +00 as k — oo;
(3) Iy: R" — R™ and I;; =0 iff © =0;
(4) functlons f(t,z) and Ij(x) are definite and continuous in the domain

Zo x 8(p) = [to,00) x {z: [lz] <p < po}, to=0;

(5) functions 74 (z), k =1,2,..., and number p satisfy conditions ex-
cluding beating of solutions of system (1.2.16) against the hyper-

surfaces S;: t =7,(x), k=1,2,..., t > 0.
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We assume on system (1.2.17) that
(1) z; =(0,...,0,2T,0,...,00T € R, z; € R,

[= (fira ) f'rr};,)Ta f;(tal‘) = fj(tax) - fj(t’xj);
(2) Irj = (L, Ly - I)TS Lij(2) = Dg(a) — Ig(ay), no= ni+

The state of the j-th noninteracting impulsive subsystem is described by
the equations

dx;
(1.2.18) o = Jitw), A m(a);

ij :ij(xj)7 t:Tk(xj).

The problem on stability for large scale impulsive system (1.2.16) is
formulated as follows:

To establish conditions under which stability of equilibrium state = =0
of system (1.2.17) is derived from the properties of stability of impulse sub-
systems (1.2.18) and properties of connection functions f;(f,r) and I}, ().

Let xo(t) = x(t;to,y0) (yo # xo) be a given solution of the system
(1.2.16). Since the times of impulsive effects on solution xy(t) may not
coincide with those on any neighboring solution x(t) of system (1.2.16), the
smallness requirement for the difference ||z(t) —zo(t)|| for all ¢ > tg seems
not natural.

Therefore the stability definitions presented in Section 1.2.1 for the sys-
tem of ordinary differential equations should be adapted to system (1.2.16).

We designate by = a set of functions continuous from the left with dis-
continuities of the first kind, defined on R with the values in R". Let the
set of the discontinuity point of each of these functions be no more than
countable and do not contain finite limit points in R*. Let ¢ > 0 be a fixed
number.

Definition 1.2.4 A function y(t) € = is in {-neighborhood of function
x(t) € g, if
(1) discontinuity points of function y(t) are in {-neighborhoods of dis-
continuity points of function z(t);
(2) for all t € Ry, that do not belong to ¢-neighborhoods of discon-
tinuity points of function x(t), the inequality ||z(t) — y(¢)|| < ¢ is
satisfied.

The totality of {-neighborhoods, ¢ € (0, c0), of all elements of the set =
forms the basis of topology, which is referred to as B-topology.

Let z(t) be a solution of system (1.2.16), and ¢t = 7, k € Z, be an
ordered sequence of discontinuity points of this solution.
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Definition 1.2.5 Solution x(t) of system (1.2.16) satisfies

(1) «a-condition, if there exists a number ¢ € Ry, ¥ > 0, such that for
all ke Z: 11 — 11 > 0

(2) B-condition, if there exists a k > 0 such that every unit segment of
the real axis R4 contains no more than k points of sequence 7y.

Let the solution x(t) satisfy one of the conditions (« or 3) and be definite
on [a,00), a € R. Besides, the solution x(t) is referred to as unboundedly
continuable to the right.

Let the solution xo(t) = x(¢; to,yo) of system (4.2.1) exist for all ¢ > ¢
and be unperturbed. We assume that xo(t) reaches the surface Si: ¢t =
Ti(z) at times tg, trr1 > tp and t — oo as k — oo.

Definition 1.2.6 Solution zo(t) of system (1.2.16) is

(i) stable, if for any tolerance ¢ > 0, A > 0, tp € Ry a § =
d(to,e,A) > 0 exists such that condition ||zg — yo|| < § implies
lx(t) — xo(t)]] < e for all t >ty and |t —tr| > A, where z(t) is an
arbitrary solution of system (1.2.16) existing on interval [tg,c0);

(ii) wniformly stable, if § in condition (1) of Definition 1.2.6 does not
depend on tg;

(iii) attractive, if for any tolerance ¢ > 0, A > 0, to € R4 there
exist 09 = do(tp) > 0 and T = T'(tg,e,A) > 0 such that when-
ever ||xo — yol < do, then ||z(t) — zo(®)|| < € for t > to + T
and |t —tg| > A;

(iv) uniformly attractive, if 69 and T in condition (3) of Definition 1.2.6
do not depend on tg;

(v) asymptotically stable, if conditions (1) and (3) of Definition 1.2.6
hold:

(vi) uniformly asymptotically stable, if conditions (2) and (3) of Defini-
tion 1.2.6 hold.

Remark 1.2.1 If f(¢,0) =0 and I;(0) =0, k € Z, then system (1.2.16)
admits zero solution. Moreover, if 7 (z) = tx, k € Z, are such that 7 ()
do not depend on z, then any solution of system (1.2.16) undergoes the
impulsive effect at one and the same time. This situation shows that the
notion of stability for system (1.2.16) is an ordinary one.

Remark 1.2.2 Actually the condition (1) of Definition 1.2.6 means that
for the solution z¢(t) of system (1.2.16) to be stable in the sense of Liapunov,
it is necessary that for ||z(to) — zo(to)|| < d any solution z(t) of the system
remain in the neighborhood of solution z((¢) for all t € [to, 00), and point
to is not to be the discontinuity point of solutions x(¢) and xo(t).

Download free eBooks at bookboon.com



Stability Theory of Large-Scale
Dynamical Systems Generalities

1.2.4 Ordinary singularly perturbed large-scale systems The
perturbed equations of motion of a singularly perturbed large-scale system

are
dz; .

(1219) CZ :fi(taxay)v 1=1,2,...,q,
dy; .

(1220) :ujditj :gj(taxay7M)a J :1327"'3Ta

where x; € R™, ni+na+---+ng=mn, y; € ™, mi+mao+---+m, =m
and g+r = s; f; and g; are continuous vector functions of the corresponding
dimensions, pu; are positional parameters, taking arbitrary small values,
wj €10,1], and M = diag{u1,...,pr}. The set of all admissible values of
M is denoted by

M={M: 0<M<I} I=diag{l,1,...,1}

and then
M, = {M: 0<pj <pjm Vje€ [1,7‘]},

where p;,, is the upper admissible value of ;. If the small parameters 11
are not interconnected then the system (1.2.19), (1.2.20) has r essentially
independent timescales ¢;:

t—t
(1.2.21) tj=—=2, j=1,2,...,m

Hj

rl'ﬂl p
. = 7] !
A 1 _i'- v
L' H)in\j-ﬁﬂ j
m )9 ’435_)_‘.1—)
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In this case the timescale is graduated nonuniformly. The timescales t; can
be interconnected through values 7;:

tj

(1.2.22) 2=
t1

T, J=12,...,m,

varying within the limits
(1.2.23) €l T, =12,

where 0 < 7, <7, < +oo forall je[l,r].
In the case (1.2.23), (1.2.24) we have uniform graduation of the timescale.
This implies that

(1.2.24) =t =12
11

It is clear then that 7, =71 =71 = 1.
The interconnected i-th singularly perturbed subsystem S; of the system
(1.2.19, (1.2.20) is described by the equations

dl‘i
1.2.25 = filt,z,y),
( ) o = filtay)
dy;

and the independent i-th singularly perturbed subsystem S; is described
by the equations

dl‘i

1.2.27 = fi(t, 2", y"),

( ) o~ Jitbahy)
dy; i i

(1.2.28) pir = git, 2%y, M),

where

' =(0,0,...,0,2;,0,...,00T € R", x; € R™,
y' =(0,0,...,0,4;,0,...,00Y € R", y; € R™.

When g = r, we can consider the equations

:it7 2717
g =ity

(1.2.30) 0=gi(t,z',y",0),

(1.2.29)

which are referred to as the equations of the i-th degenerate independent
subsystem S;p of the system (1.2.19), (1.2.20), and the equations

dy;
M dt

(1.2.31) = gi(o, b, 9, 0)
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of the j-th independent subsystem of the boundary layer (fast subsystem)
S; of the system (1.2.19), (1.2.20). In the system (1.2.31) a € R, b' =
(0,0,...,0,b;,0,...,)T € R, b; € R™.

If in (1.2.19), (1.2.20) all pu; (formally) comprise a zero set then the
equations

dx; )
;Ct :fi(ta'ray)7 12172,...7(],

(1.2.33) 0=yg;(t z,y,0), j=12,...,rm

(1.2.32)

are called an interconnected degenerate subsystem Sy of the system (1.2.19),
(1.2.20), and the equations

dy;

1.2.34 i
( ) M dt]_

=gj(a,b,y,0), j=1,2,...,m

are said to be an interconnected fast subsystem Sy (a boundary layer) of the
system (1.2.19), (1.2.20). Here o € R and b € R™.

We suppose that the equations 0 = g;(t,z,y,0) for all (¢{,z,y) € R X
N, x N, are satisfied iff y =0 and 0 = g;(¢,2%,97,0) for all (t,2%,y?) €
R x Nz x Nj, iff y7 = 0. Therefore the systems (1.2.29), (1.2.30) and
(1.2.32), (1.2.33) are equivalent to the systems

dx; ; )

(1.2.35) ;t = fi(t,2,0), i=1,2,....q,
dx;

(1.2.36) T fi(t2,0), i=1,2,....q,
dt

respectively.

The separation of the time scales in the investigation of the stability of
the system (1.2.19), (1.2.20) is essential since the analysis of the degenerate
system (1.2.29), (1.2.30) and the fast system (1.2.31) is simpler problem
than that of general problem of stability of the system (1.2.19), (1.2.20).

Stability analysis of systems of (1.2.19) and (1.2.20) type under nonclas-
sical structural perturbations is the subject of Chapter 5. In this chapter
the development of the direct Liapunov method in terms of matrix-valued
functions is proposed.

1.3 Structural Perturbations of Dynamical Systems

The processes and phenomena of the real world are modeled correctly by
the systems of equations or inequalities only when the model admits small
changes. In other words the phenomenon model is correct provided that
it allows some uncertainties in definitions of both the parameters and the
external effects on the real system or process and at the same time displays
the main properties of the modeled process.

1.3.1 Classical structural perturbations Let, for example, the dif-
ferential equation

dx
1.3.1 — = M
(1.3.1) o = 9@, weM,
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determine the vector field on the compact manifold M. The naive specu-
lations above lead to the following notion of structural stability.

Definition 1.3.1 (see Arnol’d [1]) System (1.3.1) is structurally stable,
if for arbitrary small changes of the vector field the obtained system is
equivalent to the initial one in the sense of fixed dynamical property.

Andronov and Pontriagin [1] considered dynamical system on the disk
Dy and said that a system X is “rough” if, by perturbing it slightly in
the C1, one gets a system Y X and the corresponding homeomorphism can
be made arbitrarily small by taking Y close enough to X. They gave a set
of conditions as being necessary and sufficient for X to be rough (see de
Baggis [1]).

It seems that Lefschetz [1] was the first who translated “rough” by the
much better sounding “structurally stable”. He exhibited the true meaning
of the new concept, namely a fusion of the two concepts of stability and
qualitative behavior in the sense of topological equivalence.

Let p be a metric in X, and we assume that there is also a metric in M™.

Definition 1.3.2 (see, e.g., Peixoto [1]) On a compact differentiable
manifold M™ a vector field X € X is said to be structurally stable, if given
e > 0, one may find § > 0 such that wherenever p(X,Y) <, then ¥ ~ X
and the corresponding homeomorphism is within € from the identity.
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The problems of structural stability in one-dimensional case (M-circle),
systems on two-dimensional sphere, equations on torus and U-systems are
discussed in the book by Arnol’d [1]. The Anosov’s theorem on structural
stability of torus automorphism and the Grobman-Hartman theorem on
structural stability of saddle are presented in this book as well. The readers
who are interested in the results in this direction can find some references
in the survey by Sell [1].

In our monograph we apply the model of dynamical system under non-
classical structural perturbation which appeared in motion stability theory
of large scale systems. This model originates from one idea of Chetaev [1],
presented below and the notion of structural perturbations introduced ear-
lier in the works by Siljak [1-3].

1.3.2 An idea of parametric perturbations Chetaev [1] proposed a
constructive realization of the Andronov-Pontryagin idea of motion stability
investigation of rough systems within the framework of the Liapunov direct
method. The general Chetaev’s approach is as follows.

Let the motion of system with finite degrees of freedom in “linear” ap-
proximation be described by the equations
(1.3.2) do _ Pz, z(ty) = xo,

dt

where € R™ and P = C 4+ e¢F(t,z), C is a constant matrix, F(t,z)
is unknown in general matrix function with bounded real elements in the
domain R4 x 2, Q C R", ¢ is a real parameter. The fact that the system
(1.3.2) is of the form

dx
(1.3.3) I Cz+eF(t,z)x
yields that for € = 0 the system (1.3.3) does not have structural pertur-
bations and the properties of its equilibrium state x = 0 are completely
determined by signs of real parts of roots of the characteristic equation

(1.3.4) det (C — AE) = 0.

In the case when all Re\;(C) < 0, i = 1,2,...,n, under certain con-
ditions the equilibrium state @ = 0 of (1.3.2) possesses the same type of
asymptotic stability as the system (1.3.3) for € = 0.

A key idea in this approach is that the mathematical models of a real
system with structural perturbations is “decomposed” into a “stationary”
part and the terms bearing the information on structural and/or parametric
perturbations. Anyway the parametric perturbations must be small and
such that the solutions of system (1.3.3) must exist on the interval not
smaller than that on which the dynamics of system (1.3.3) is studied.

This Chetaev’s idea is used in the implicit form in modern nonlinear
dynamics of systems with uncertain parameter values.
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1.3.3 Siljak’s idea of connective stability D.D. Siljak [1-3] pro-

posed a description of structural perturbations which appear in stability

investigation of large scale systems. In his model some dynamical system
dx

1.3.5 — = f(t,z,

( ) dt f( "r’ )7

where z € R", f: Ry x R — R", is decomposed into m interconnected

subsystems

dx i
dt

(1.3.6) = filt,xs) + gi(t,x), i=1,2,...,m,
where z; € R™, g;: Ry x R™" — R™  ¢g;: Ry X R" — R™.
It is assumed that system (1.3.5) and the free subsystems
dlL’i

(137) dt :fi(t,l‘i), i:1,2,...,m,

satisfy the existence conditions for solutions x(t,tg,xo) for all (tg,z) €
Ry x R™ and f(t,0) = fi(t,0) = 0 for all ¢t € Ry, i.e. the motions of
system (1.3.5) and subsystems (1.3.7) can be realized on any given time
interval.

In order to take into account the mutual interaction between subsystems
(1.3.7) in system (1.3.5) and the dynamical properties of the initial system
(1.3.5) the binary elements e;; of the interaction matrix E are introduced
in the form

{ 1, i-subsystem acts on j-subsystem,
eij =

0, ¢-subsystem does not act on j-subsystem.

In this case the interconnection functions g;(t,x) are represented as

(1.3.8) gi(t,x) = gi(t, ei121, €222, <.y CimTm), T=1,2,... m.

As a result structural perturbations to be considered in this connection
are such that any number of existing interconnections among the subsys-
tems (1.3.6) can be ON or OFF as arbitrary functions of the state z(t) € R™
and/or time t € 7y. At each instant of time t € 7y there is an intercon-
nection matrix £ which describes the structure of system (1.3.5).

In terms of the above model of structural perturbations various stability
problems are investigated for the system (1.3.5) and its generalizations in
the sense of the following definition (see Siljak [4, 5]).

Definition 1.3.3 The equilibrium state x = 0 of a free dynamical
system (1.3.5) is connectively stable if and only if it is stable in the sense
of Liapunov for all interconnection matrices F.

It should be noted that in the above model the action of structural
perturbations “is revealed” as a result of the analysis of the initial systems
(1.3.5) decomposed into a series of the independent subsystems (1.3.7).
Besides, the right-hand side of the system (1.3.5) does not undergo any
changes.
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Before we finish these comments we note that connective stability is a
Liapunov-type stability, and the differences between stability under struc-
tural perturbations and structural stability (catastrophe theory) are be-
tween stability in the sense of Liapunov and structural stability in the
sense of Andronov and Pontriagin. A system can be structurally stable,
yet unstable in the sense of Liapunov! For the details see Thom [1].

1.4 Stability under Nonclassical Structural Perturbations

The concept of stability under nonclassical structural perturbations is set
out using the example of large scale system of ordinary differential equa-
tions.

Let the behaviour of a mechanical or other nature system be described
by differential equations of the form

(1.4.1) de =Q(t,z, P, YS),

dt
where z(t) € R™ for all t € (—oc0,400), PP, S €S, Q: Rx R" x
P xS — R"™ Here P is a compact set in R™ describing parametric per-
turbations and S = (S1,...,5,) is a finite set characteristic of admissible
structures Sy, of system (1.4.1).

Further in Chapters 2-5 these sets will be concretized which is necessary
for constructing algorithms of motion stability analysis of the appropriate
systems of equations.
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Associated with (1.4.1) we consider the initial value problem given by

dx
(142) E = Q(t7x7p7 S)? I(to) = 2o,
where tg € Ry and zp € L.

The function @ = 1 (t; tg, xo) is a solution to initial value problem (1.4.2)
for any (P,S) € P xS if and only if 4 is a solution of the integral equation

(1.4.3) Y(t) =z + /Q(T,i/}(T),P, S)dr

for all ¢ € [tg,b) and any (P,S) € P x S.
On the product C([to,b), R") x P x & we determine the operator

(1.4.4) (TY)(t) = xo + /Q(TJ/J(T),P, S)dr.

Function ¢ is a solution of the system (1.4.2) if and only if ¢ is a fixed
point of the operator T, i.e. the condition (see Miller [1])

Y =Ty

is to be satisfied for any (P,S) € P x S.
Let P* be fixed parameter values and S* be a given structure of system
(1.4.1). Consider nominal system

(1.4.5) le—f — Q(t,z, P*,S")

and the transformed system (1.4.1)

(1.4.6) fl_?; — Q(t, 2, P*,S%) + AQ(t,z, P, ),

where AQ(¢t,z,P,S)=Q(t,z,P,S) — Q(t,z, P*,5%).

We introduce some assumptions on systems (1.4.1) and (1.4.5).

Hy. Vector-function @ is given for all ¢ € (—oo,+00), z € Q C R",
P* e P, S* €8, and is real and continuous.

Hs. For every ty € (—o0,+00), g € 2, P* € P and S* € S positive
numbers a, b, ¢ and K can be found such that the sphere ||z — zg|| < b is
contained in the domain  and the sphere ||P*|| < ¢ is embedded into the
set P and the Lipschitz condition

|Q(t.a", P*,5%) = Q(t,2", P*,§")|| < K|ja’ — 2"

is satisfied for |t —to| < a, ||z — x0] < b, ||P — P*|| <e¢, for given S* € S.

Hs. For any (P,S) € P xS 02 = max(||]AQ(t, z, P,S)|| for |t —to| <
h) <k < +o0.
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Proposition 1.4.1 Under conditions H; — Hs there exists a unique solution
x(t) = x(t,to, xo, P, S) of system (1.4.1) determined for |t — o] < h, h =
min(a,b/M) where

M =max(|Q(t,x, P*,S™)|| for [t—to| <a, ||lx—a0| <), ||P—P*|| <c)

for S* € S, which satisfies condition x(t) = zo for t = to. This solution is
a continuous function of parameters P € P in closed domain |[|[P—P*|| < ¢
for given structure S* € S.

Proof of this assertion is based on the fundamental inequality

]
_ L(t—to) 22 L(t—to) _
(1.4.7) () = y(®)]| < dreEC10) + ( K) (c 1),

were the value §; characterizes the initial deviations of solutions z(t) and
y(t) of systems (1.4.5) and (1.4.6) for t = tg, i.e. ||xo— yol < 01.

Estimate (1.4.7) allows one to show that the solutions of systems (1.4.5)
and (1.4.6) depend continuously on the system structure and/or parameter
only on the finite time interval. Hence it follows closeness of the appropriate
solutions on finite interval.

The problem on closeness of solutions to systems (1.4.5) and (1.4.6) on
infinite interval is a subject of special investigation of theory of stability un-
der nonclassical structural perturbations which is basic in this monograph.

We add one more assumption to H; — Hs.

H,. System (1.4.1) possesses a trivial solution = = 0, which is preserved
for any (P,S) € P xS.

Since further solutions of system (1.4.1) are considered on the infinite
time interval, we recall some conditions ensuring the existence of such so-
lutions.

Proposition 1.4.2 Let vector-function Q(t,z, P,S) be definite and
continuous in the domain of values (¢,z) € Ry x R" for any (P,S) € PxS
and in this domain the inequality

|Q(t,z, P,S)|| < L(||z|]|) for (P,S)eP xS

holds true, where L(r) is a continuous function of r satisfying the condition
T

/ dr
—— — 400 for r— 4oo.
L(r)
T0

Moreover, the vector-function Q(t,z, P,S) satisfies the Lipschits condi-
tion in « in any domain {z € R™: |jz| < N} with constant K.

Then any solution x(t) of system (1.4.1) can be extended for all values
to <t < +o0.

Note that the constant K can depend on the value N and also on (P, S) €
P xS, ie. K=K(N,P,S).

This assertion is proved by a slight modification of the proof of Theorem
2.1.2 by Lakshmikantham and Leela [1].

System (1.4.1) is called the system with nonclassical structural perturba-
tions if for it assumptions Hy—H, are satisfied and any of its solutions has
an extension on the interval [tg, +00).
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In the investigation of the dynamical behavior of solutions to system
(1.4.1) under nonclassical structural perturbations we shall use definitions
obtained in terms of Definitions 1.2.1 — 1.2.3.

Definition 1.4.1 The equilibrium state =0 of system (1.4.1) is

(i) stable (in the whole) under nonclassical structural perturbations if
and only if it is stable (in the whole) in the sense of Liapunov (in the
sense of Barbashin-Krasovskii) for any (P, S) € (P, S) respectively;

(ii) unstable under nonclassical structural perturbations if and only if it
is unstable in the sense of Liapunov for at least one pair (P, S) €
(P,S).

Definitions of other types of stability are formulated in the same way as
Definition 1.4.1(i) and are presented in the book when necessary.

Remark 1.4.1 The concept of stability under nonclassical structural per-
turbations is not identical with the concept of connected stability intro-
duced by Siljak [1-3] and is further development of the notion of stability
in mathematical system theory.

Remark 1.4.2 Further on for the sake of briefness alongside the expres-
sion “under nonclassical structural perturbations” a more short expression
“on P x 87 is used.
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1.5 Method of Stability Analysis of Motion

The main method of stability analysis of systems of (1.4.1) type is the
method of Liapunov functions. In the monograph by Grujié¢ et al. [1] the
results of stability analysis of systems under nonclassical structural per-
turbations are presented obtained in terms of vector Liapunov functions.
Besides new aggregation forms are presented for large-scale systems and
conditions for different types of motion stability are established. Models of
large-scale Lurie-Postnikov systems and power systems are considered as
examples.

In this monograph we propose to apply the matrix-valued Liapunov func-
tions for stability analysis of large-scale systems mentioned in Section 1.2.
This method is developed recently in qualitative theory of equations and is
set out in Martynyuk [1,2]. We shall recall some notions of this technique.

Presently the Liapunov direct method (see Liapunov [1]) in terms of three
classes of auxiliary functions: scalar, vector and matrix ones is intensively
applied in qualitative theory. In this point we shall present the description
of the matrix-valued auxiliary functions.

For the system (1.2.6) we shall consider a continuous matrix-valued func-
tion

(1.5.1) Ult,z) = [vyj(t,2)], 4,j=1,2,...,m,

where v;; € C(7; x R",R) for all i,j =1,2,...,m. We assume that the
following conditions are fulfilled
(i) vij(t, ), 4,5 =1,2,...,m, are locally Lipschitzian in z;
(ii) vi;(t,0) =0 forall te Ry (t€7;), 1,j=1,2,...,m;
(ili) v;;(t, 2) = v; (¢, ) in any open connected neighborhood A of point
x=0 forall te Ry (te7;).

Definition 1.5.1 All functions of the type
(1.5.2) v(t,z,0) = aTU(t,2)a, a € R™,

where U € C(7T; x N, R™*™), are attributed to the class SL.

Here the vector « can be specified as follows:
(i) a=y€eR™, y#0;
(i) a=¢ € C(R", RY), £(0) =0;
(ili) « =9 € C(7Tr x R™, RT"), 1(t,0) = 0;
(iv) a=ne Ry, n>0.
Note that the choice of vector a can influence the property of having a

fixed sign of function (1.5.1) and its total derivative along solutions of sys-
tem (1.2.6).

For the functions of the class SL we shall cite some definitions which are
applied in the investigation of dynamics of system in the book.
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Definition 1.5.2 The matriz-valued function U: T, x R — R™*™
is:
(i) positive semi-definite on T, = [1,+00), T € R, iff there are time-
invariant connected neighborhood A/ of z = 0, A/ C R", and vector
y € R™, y # 0, such that
(a) v(t,x,y) is continuous in (¢t,z) € 7, x N x R™;
(b) v(t,x,y) is non-negative on N, v(t,z,y) > 0 for all (¢,x,y #
0) €7, x N x R™, and
(¢) vanishes at the origin: v(¢,0,y) =0 for all ¢t € 7, x R™;
(d) iff the conditions (a)—(c) hold and for every ¢t € 7., there
is w € N such that v(t,w,y) > 0,then v is strictly positive
semi-definite on 7.

The expression “on 7.” is omitted iff all corresponding requirements
hold for every 7 € R.

Definition 1.5.3 The matriz-valued function U: T, x R™ — R™*™
is:
(i) positive definite on T, T € R, iff there are a time-invariant con-
nected neighborhood N of x =0, N'C R" and a vector y € R™,
y # 0, such that both it is positive semi-definite on 7, x A/ and
there exists a positive definite function w on N, w: R — R,
obeying w(z) <wv(t,z,y) for all (¢,z,y) € T, x N x R™;
(i) negative definite (in the whole) on T, (on T, x N'x R™) iff (—v) is
positive definite (in the whole) on 7, (on 7, X N X R™) respectively.
The expression “on 7,” is omitted iff all corresponding requirements hold
for every T € R.

The set v¢(t) is the largest connected neighborhood of x =0 at t € R
which can be associated with a function U: R x R™ — R™*™ so that
x € ve(t) implies v(t,z,y) <, y € R™.

Definition 1.5.4 The matrix-valued function U: R x R" — R%*% is:

(i) decreasing on T, T € R, iff there is a time-invariant neighborhood
N of x =0 and a positive definite function w on N, w: R® — R,
such that yTU(t,z)y < w(z) for all (t,z) € T, x N;

(ii) decreasing in the whole on T, iff (i) holds for N = R™.

The expression “on 7.7 is omitted iff all corresponding conditions still
hold for every 7 € R.

Definition 1.5.5 The matrix-valued function U: R x R™ — R™*™
is:
(i) radially unbounded on T, , T € R, iff ||z| — oo implies yTU (¢, z)y —
+oo forall te 7, ye€ R™, y#0;
(i) radially unbounded, iff ||z| — oo implies yTU(t, )y — +oo for all
teT, forall Te R, ye R™, y#0.

According to Liapunov [1] function (1.5.2) is applied in motion investi-
gation of system (1.2.6) together with its total derivative along solutions
x(t) = z(t;to, xo) of system (1.2.6). Assume that each element v;;(¢, )
of the matrix-valued function (1.5.2) is definite on the open set 7, x N,
N C R", ie. v;(t,z) € C(T. x N, R).

If ~(t;t0,20) is a solution of system (1.2.6) with the initial conditions
x(to) = xo, i.e. (to;to,x0) = Xo,, the right-hand upper derivative of
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function (1.5.2) for a =y, y € R™, with respect to ¢ along the solution of
(1.2.6) is determined by the formula

(1.5.3) D*u(t,z,y) =y " DYU(t, z)y,
where DTU(t,z) = [D"v;(t, )], 4,5 =1,2,...,m, and

D% og(t, x) = lim sup { sup [vij(t+ o, vt + 0, t,x))
(1.5.4) Vbt =a
—Uij(t,x)]a_lz a—>0+}, ,j=1,2,...,m

If the matrix-valued function U(t,z) € CY1(T. x N, R™* ™) i.e. all its

elements v;;(t, z) are functions continuously differentiable in ¢ and x, then
the expression (1.5.4) is equivalent to

(155) D’Uij(t,fb)

+Za”tmfstx)

where fs(t, x) are components of the vector-function f(¢,z) = (f1(¢,z),...,
fult,2))T.

In Chapter 2, Sections 2.1—2.5, we will establish the sufficient conditions
for asymptotic stability (in the whole), uniform asymptotic stability (in the
whole), exponential stability (in the whole), and instability of solutions of
nonlinear large scale systems under nonclassical structural perturbations
by applying Liapunov’s matrix functions (1.5.1) and its derivative (1.5.3)
or (1.5.5)
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1.6 Notes and References

Section 1.2 The problem of motion stability arises whenever the engineering or
physical problem is formulated as a mathematical problem of qualitative analysis
of equations. Poincare and Liapunov laid a background for the method of aux-
iliary functions for continuous systems which allow not to integrate the motion
equations for their qualitative analysis. The ideas of Poincare and Liapunov were
further developed and applied in many branches of modern natural sciences.

The results of Liapunov [1], Chetaev [1], Persidskii [1], Malkin [1], Ascoli [1],
Barbasin and Krasovskii [1], Massera [1], and Zubov [1], were a base for Defi-
nitions 1.2.1-1.2.3 (ad hoc see Grujié¢ et al. [1], pp. 8—12 and cf. Rao Mohana
Rao [1], Yoshizawa [1], Rouche et al. [1], Antosiewicz [1], Lakshmikantham an
Leela [1], Hahn [2], etc.). For Definitions 1.2.4-1.2.7, and 1.2.13 see Hahn [2],
and Martynyuk [9]. Definitions 1.2.8 -1.2.12 are based on some results by Li-
apunov [1], Hahn [2], Barbashin and Krasovskii [1] (see and cf. Djordjevic [1],
Grujié¢ [3], and Martynyuk [2, 3,5, 10,13, 17]).

Discrete systems appear to be efficient mathematical models in the investiga-
tion of many real world processes and phenomena (see Samarskii and Gulia [1]).
Note that yet in the works by Euler and Lagrange the so-called recurrent series
and some problems of probability theory were studied being described by discrete
(finite difference) equations. The active investigation of discrete systems (for the
last three decades) is stipulated by new problems of the technical progress. Dis-
crete equations prove to be the most efficient model in description of the mechan-
ical system with impulse perturbations as well as the systems comprising digital
computing devices. Recently the discrete systems have been applied in the mod-
elling of processes in population dynamics, macro-economy, chaotic dynamics of
economic systems, modelling of recurrent neuron networks, chemical reactions,
dynamics of discrete Markov processes, finite and probably automatic machines
and computing processes.

The dynamics of discrete-time systems is in the focus of attention of many
experts (see, for example, Aulbach [1], Diamond [1], Elaydi and Peterson [1],
Luca and Talpalaru [1], Maslovskaya [1], etc.).

Many evolution processes are characterized by the fact that at certain mo-
ments of time they experience a change of state abruptly. This is due to short
term perturbations whose duration is negligible in comparison with the dura-
tion of the process. It is natural, therefore, to assume that such perturbations
act instantaneously, that is, in the form of impulses. Thus impulsive differen-
tial equations, namely, differential equations involving impulse effects, appear as
natural description of observed evolution phenomenon of several real-world prob-
lems. Of course, the theory of impulsive differential equations is much richer
than the corresponding theory of differential equations without impulse effects
(see Blaquiere [1], Krylov and Bogoliubov [1], Mil’'man and Myshkis [1], Myshkis
and Samoilenko [1], etc.).

For Definitions 1.4.1—1.4.3 see Lakshmikantham, Bainov, et al. [1], Samoilenko
and Perestyuk [1], Simeonov and Bainov [1], etc.

Original results and the surveys of some directions of investigations are pre-
sented in the monographs by Lakshmikantham, Leela, and Martynyuk [1, 2], Pan-
dit and Deo [1], and in many papers.
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The physical system can consist of subsystems that react differently to the
external impacts (see Pontryagin [1], Tikhonov [1], Volosov [1], Hopensteadt [1],
Grujié, et al. [1], etc.). Moreover, each of the subsystems has its own scale of
natural time. In the case when the subsystems are not interconnected, the dy-
namical properties of each subsystem are examined in terms of the corresponding
time scale. It turned out that it is reasonable to use such information when the
additional conditions on the subsystems are formulated in the investigation of
large scale systems. The existence of various time scales related to the separated
subsystems is mathematically expressed by arbitrarily small positive parameters
Li present at the part of the higher derivatives in differential equation. If the
parameters [i; vanish, the number of differential equations of the large scale sys-
tem is diminished and, hence the appearance of algebraic equations. This is just
the singular case allowing the consideration of various peculiarities of the system
with different time scales.

Modern analytical and qualitative methods of analysis of singularly perturbed
systems are based on some ideas and results of the classical works by Tikhonov and
Pontryagin. The development of general ideas in the direction is presented in the
papers and monographs by Vasil’eva and Butuzov [1], Mishchenko and Rozov [1],
Eckhaus [1], Carrier [1], O’Malley [1], Kokotovic and Khalil [1], Miranker [1],
Chang and Howes [1], etc.

Section 1.3  Various problems of the stability theory under classical structural
perturbations were studied in many papers (see, e.g. Aeppli and Markus [1],
Arnol’d [1], Bowen and Ruelle [1], Conley and Zehnder [1], Coppel [1], Cronin [1],
Hale [1], Hirsch [1], Kneser [1], Kaplan [1], Markus [1], Moser [1], Pilugin [1],
Shub [1], Zeeman [1], etc.).

This Section encorporates some results by Arnol’d [1], Sell [1], Lefshetz [1],
Peixoto [1], Siljak [1], and Chetaev [1], etc.

Section 1.4  We focused main attention on the concept of stability under non-
classical structural perturbations in the sense of Liapunov. We used in the point
the results from monograph by Gruji¢, Martynyuk and Ribbens-Pavella [1].

Section 1.5  For the details of the method of matrix-valued Liapunov functions
see Martynyuk [1-3] and Djordjevi¢ [1]. This method has been developed at
the Stability of Processes Department of the Institute of Mechanics of NAS of
Ukraine since 1979 (see Ph.D. thesises by Shegai [1], Miladzhanov [1], Azimov [1],
Begmuratov [1], Martynyuk-Chernienko [1], Slyn’ko [1], Lykyanova [1]).

For the recent papers concerning the topics of Sections 1.2—1.5 see Kramer
and Hofman [1].

We note that the two-index system of functions (1.5.1) being suitable for con-
struction of the Liapunov functions allows to involve more wide classes of func-
tions as compared with those usually applied in motion stability theory. For
example, the bilinear forms prove to be natural non-diagonal elements of matrix-
valued functions. Another peculiar feature of the approach being of importance
is the fact that the application of the matrix-valued function in the investigation
of multidimensional systems enables to allow for the interconnections between
the subsystems in their natural form, i.e. not necessarily as the destabilizing fac-
tor. Finally, for the determination of the property of having a fixed sign of the
total derivative of auxiliary function along solutions of the system under con-
sideration it is not necessary to encorporate the estimation functions with the
quasi-monotonicity property. Naturally, the awkwardness of calculations in this
case is the price.
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2

CONTINUOUS LARGE-SCALE SYSTEMS

2.1 Introduction

Qualitative analysis of nonlinear systems by Liapunov’s direct (second)
method (see Liapunov [1]) can be effectively done only when there is an
algorithm of construction of an appropriate function for the system under
consideration. A series of investigations simplify the initial problem so
that stability properties are defined not immediatelly, but via investigation
of an intermediate system. Here we study large scale nonlinear continuous
systems under nonclassical structural perturbations in context with method
of Liapunov matrix-valued functions.

The purpose of this Chapter is to obtain sufficient conditions for asymp-
totic stability (in the whole), uniform asymptotic stability (in the whole),
exponential stability (in the whole), and instability of solutions of nonlinear
large scale systems under nonclassical structural perturbations by applying
matrix Liapunov’s functions method.

The present chapter is arranged as follows.

In Section 2.2 the composition of continuous large scale system under
given models of connectedness is described.

Section 2.3 provides necessary information about the matrix-valued func-
tions which are applied in the investigation of large scale continuous systems
under nonclassical structural perturbations.

v---vv-------v---v---vv--vv--vv--vvv--vv--ov--vv--vv--vvv--vv-cv---o--coAlcateluLUcent @
www.alcatel-lucent.com/careers
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Section 2.4 is focussed on the new sufficient conditions for various types
of stability of nonlinear systems under nonclassical structural perturba-
tions. These conditions were established while solving Problem Ca and
Problem Cg.

In Section 2.5 the method of choosing the elements of the matrix-valued
function is concretized and the results of stability investigation of linear
system under nonclassical structural perturbations are presented. General
results are illustrated by the numerical examples.

The final Section 2.6 indicates some possible trends of the further deve-
lopment of the method of matrix-valued functions and their applications.
Namely, in point 2.6.1 Liapunov’s matrix-valued function is applied in sta-
bility investigation with respect to two measures under nonclassical struc-
tural perturbations. In point 2.6.2 the problem of stability of large scale
power system under nonclassical structural perturbations is discussed.

2.2 Nonclassical Structural Perturbations in Time-Continuous
Systems

We consider nonlinear continuous systems whose description is based on
the assumptions below. Furtheron the systems, subsystems, of this class
are designated by C, C}, respectively.

H;. The imaginary mechanical or other system C' consists of m inter-
acting subsystems C;, whose behaviour is described by continuous systems
of ordinary differential equations the order of which is not changed on the
interval of the system functionning.

H,. The internal (e.g., parametric) or external perturbations of the C
are characterized by the matrix P = (pT,ps,...,p5)T € R™*9. The set
of all admissible matrices P is designated by

(2.2.1) P={P: PL<P(t)<P,, forall tc R},

where P; and P» are the prescribed constant matrices.

Hj. The family F, is determined consisting of the vector functions fi,
fay.-., fm for which f¥ € C(T x R* x R¥*4, R"), for all k=1,2,..., N,
where N is a real number, n=n; +ng +---+ny, and ¢ =1,2,... m.

H,4. The dynamics of the interconnected subsystem C; in system C' is
described by the equations

d.ﬁEi

(2.2.2) o

:fi(t7x7pi)7 1=1,2,...,m,

where z; € R™, fi € Fi, Fi = {fH 2., fN}, 2= (2L, ...,aL, ..., al)T
The functions f; in system (2.2.2) satisfy the condition f;(¢,0,0) =0 for
all teT.

H;. The dynamics of the i-th isolated subsystem a is descibed by the
equations
d(L‘i

(2.2.3) yr = gi(t,x;), wi(to) = .
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Here x; € R™, the state vector of the subsystem @, and the functions
gi: T X R™ — R™ are determined by the correlations

gi(t,l'i):fi(t,xi,()), i:1327"'am3

where 2 = (0,...,0,2},0,...,0)T.

The subsystems (2.2.3) do not contain structural and/or parametric per-
turbations and bear the main information on the dynamical properties of
subsystems C;, while the functions

hi(t,z,p;) = fi(t,x,pi) — gi(t,z;), i=1,2,....,m

in the system

da
(2.2.4) % = gi(t ;) + hit,zp), i=1,2,...,m,

describe the effect of the subsystems C1, ..., C;_1, Ciy1, ..., Cp, of sys-
tem C on the subsystem C;.

Designate by H; the set of all possible h;, from
hZ(t7x7pZ):fg(t7x7p1)_g1(t7xl)7 j:172a"'7N7 7::1’27"'7777“

The fact that ff(t,x,p,-) € F; implies that hZ(t,x,p,-) € H; for all
1=1,2,...,m.

The binary function s;;: 7 — {0,1} is applied as a structural parameter
of system (s;;: 7 — [0,1]). This function represents the (4, j)-th element
of the structural matrix S;: R — R™*Mni of the i-th interconnecting
subsystem S;.

If we designate

S1 012 ... Oim
S=<K§5: = 021 Sz o O2m s Oi]’ S Rni’xnj,
Om1 Om2 ... Sm

where S; = (Silli» Sioliy ..., SiNIi), Sij € {O, 1}, I, = diag {1, 1,..., 1} S
R™ x R™, the dynamics of the i-th interconnecting subsystem C; can be
deccribed by the equations

dx i
dt

(225) :gi(t,l’i)+Si(t)hi(t,1‘,p7;), 1= 1,2,...,m.

where h; € C(T x R" x R**4, , Re Vi),
In general the dynamics of the system C' can be represented by the vector
differential equation

dx

(2.2.6) 7

=g(t,x) + S()h(t,z, P), PeP, S(t) €S,
where

n T
x€R" g(tz)= (ng(t,xl), .. ,g%(t,xm)) )
h=(h(t,2,p1), ... 5t 2, pm))
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Remark 2.2.1 On the set N ={1,..., N} the variation of the exponent
k(t) € N for all ¢t € R describes structural changes of system C. System
C' is structurally invariant if and only if k(t) = const, or if the set N is
unitary. Thus, N indicates the number of all possible structures of the
system C.

Remark 2.2.2 The set P can be either singleton, ie. P £ p, pe A C
R', A is a compact in R!, or empty (P, = P> = 0). In the case when
P = @ the system C does not have parametric perturbations, but it can
have structural changes, since f € F.

Remark 2.2.3 1t is easy to notice that the proposed formalization of
motion equations for continuous multidimansional system C' and their rep-
resentations in the form of (2.2.5) or the vector form (2.2.6) is one of possible
realizations of the general Chetayev’s idea [1] described above.

2.3 Estimates of Matrix-Valued Functions

Together with (2.2.6) we consider a matrix-valued function

(2.3.1) Ut,z) = [v(t,x)] forall (i,57)=1,2,...,m,

where v;; € C(Ry x R", Ry) for all i =1,2,...,m and v;; € C(R4+ x
R" R) for all i # j, 4,5 = 1,2,...,m. By means of (2.3.1) a scalar
function

(2.3.2) o(t,z,v) = YTU(t, z)1p

/
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is introduced with 1 = (Y1, %2,...,0n)T, ¥; #0, i=1,2,...,m. Note,
that if ¢ = (1,1,...,1)" € R7" then (2.3.2) becomes

(2.3.3) v(t,z) = Z v;5 (¢, ).

Let v;; = vi;(t, x;) correspond to subsystems (2.2.3) and v;; = v;; =
v;5(t, 25, ;) take into consideration connections S;(t)h;(t,z,p;) between
the equations (2.2.3) for all v # j, 7,5 =1,2,...,m.

Assumption 2.3.1 There exist

(1) open connected neighbourhoods N, C R™ of the states (z; =0) €
R™ forall i=1,2,...,m;

(2) functions @: Nz — Ry, forall i=1,2,....m; k=1,2, g € K
(pir € KR);

(3) comstants a;;, @ij, 4,5 = 1,2,...,m, and a function A(t) €

C(R,R+), A(t) > ¢>0, and
(4) amatrix-valued function U (¢, z) with elements vy (¢, x;), v;i(£,0) =
0 for all t € Ry, and wv;(t, 24, 2;), v;;(¢,0,0) =0 for all i # j
and for all ¢t € Ry satisfying the estimates:
(a) ayed (lzilDAR) < vilt, zi) < @i (i)
for all (¢,z;) € Ry X Ny (for all (t,z;) € Ry x R™),

1=1,2,...,m;

(b) agpa(llzil)en(lz;)A®) < vij(t, i, 25)
< aijpi([|zill) s (llzsll) for all (¢,zi,2;) € Ry x Nig x Nijg
(for all (¢,x;,x;) € Ry x R™ x R") for all i # j,
ii=1,2,....,m.

If we can find a matrtix-valued function U (¢, ) which satisfies the con-
ditions in Assumption 2.3.1, we can prove the following assertion.

Proposition 2.3.1 If all conditions of Assumption 2.8.1 hold for func-
tion (2.3.1), then

At)PTHTAH®, <wv(t,x,¢) < ®THTBH®,
(2.3.7) for all (t,x;,x;) € Ry X Nig X Njg
(for all (t,zi,x;) € R4 X R™ x R™),

where

of = (pula1]), p2r(llz2]), -- - @ma([lzmlD),
@5 = (pra(ll1])), paa(llz2]), - - @ma(lzml])),
H = dla‘g [wlaw2a .. a¢m]7

A= [QijL Qi = Qjy,s

B =[a;], @j=7a;, 4,j=12,...,m.
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Proof Let all conditions of Assumption 2.3.1 be satisfied. Simple alge-
braic transformations of the expression (2.3.2) lead to the estimates

v(t,z,v) = Zw v (t, 4 +QZZ¢Z¢JU” (t,zi, x;)

1=1 j=2
J>1
Z z—zzwzl |xl|| +2ZZ1/%%_”%1(“%H)%I(H%H) ()
- R
= A (11 ([1l]); w21 ([22ll); - > @t ()
) Q. Qg --. Qg _
x diag [t1, Yoy oy Um] | o diag [11, %2, ..., ¥m)]
QX Qo - - DLm

x(prallleal), panlllazl), - emi(llzml) = At) 2] HTAH®,

for all (¢,z;,z;) € Ry X Nip X N, (for all (t,z;,z;) € Ry x R™ x R").
The estimate from above in inequality (2.3.7) is proved similarly.

2.4 Tests for Stability Analysis

2.4.1 The Problem C, This section gives a solution of the following
problem.

Problem Cj4. Let the continuous dynamical system C' be obtained as a
result of composition of the interacting subsystems (2.2) according to the
adopted model of generalized connectedness. It is necessary to establish
sufficient conditions of various types of stability for the equilibrium state
2 = 0 of the system (2.6) in terms of the dynamical characteristics of the
isolated subsystems (2.3) and qualitative estimates of the interconnection
functions between these subsystems.

But first, for the reader’s convenience, we recall some definitions.

Definition 2.4.1 The equilibrium 2 = 0 of system (2.2.6) possesses
certain dynamical property under parametric and/or nonclassical structural
perturbations if and only if this equilibrium state possesses the correspond-
ing dynamical property for any (P,S) € P x S.

According to some results from Section 1.5 we will use the following
definitions.

Definition 2.4.2 The function

To(t, z, 1)
=t sup{[o(t + 6, @+ 0(g(t,2) + S(Wh(1 2, P)), ) — oft,,0)] 5}

for all (t,z) € Ry x R™ and (P,S) € P x S is called total derivative of
the matriz-valued function (2.3.2) along solutions of the system (2.2.6).

We designate N0 = {z;: z; € Njp € R™, x; # 0}, and formulate one
more assumption.
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Assumption 2.4.1 There exist

(1) open connected neighbourhoods N;; C R™ of the states 0 € R™
forall i =1,2,...,m and a connected neighbourhood N, C N, X

Nog X ... X Ny of the state z = 0;
(2) functions ¢;: Nz — Ry, 1=1,2,...,m, p; € K(KR) and the
functions wv;;, 4,7 = 1,2,...,m, mentioned in Assumption 2.3.1

and moreover

(a) vy; € C(Ry X Nigo, Ry) (v € C(Ry x R™ Ry)) for all
1=1,2,...,m, and

(b) Vij € C(R+ X ./\[mo X ./\/jz(), R) (Uij S C(R+ X R™ x R™i, R))
forall i #37, ,7=1,2,...,m;

(3) constants plii’ p%m péj’ p;LlZ(P’ S)v pinl(P’ S)v p:]j(Pv S)a Pkij,
p1ij (P, S), prij(P,S), k=1,2; 1 =3,4;, r=6,7, m=5,7; ¢ = 6,8;
1,7 =1,2,...,m, and conditions

(a) Djfvi + (D3 vii) "gi(t, z:) < phi07 (|li]]) for all
(t,x;) € Ry X Nigo (for all (¢,x;) € Ry X R™),

i=1,2,...,m
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(b) Difvij + (DF,vij) gi(t, i) < pho7 (||l
+ prijeilzill)e;(lz;l) forall (t,zi,2;) € Ry x Nigo X Njao
(for all (t,z;,x;) € Ry x R™ x R™) forall i+ j,
,j=1,2,...,m;

(©) (D) g5t ;) < ps;03 (l5l1) + paigeillziles (Il
for all (t,z;,z;) € Ry X Nigo X Njzo (for all (¢, x;,2;) €
Ry x R" x R™) forall i#£j, i,j=12,...,m;

(@) (DFvia) " Si()hi(t,z, pi) < piy (P, S)o3 ([l])

+3 enP el =12, m,
7

for all (t,z;,x;) € Ry X Nizgo X Njzo

(for all (t,x;,2;) € Ry x R™ x R"),

for all (P,S)ePxS;

() (DF,0i))TSi(Dhit, . pi) < p5i(P, S)} (||ill)

+3° puis (P.S)ei(llzil s (s )
=1
i#]

m
+ > psii (P S)eilllziles (l511) + p3:(P, S (l41),

B
for all (t,zi,z;) € Ry X Nigo X Njzo
(for all (t,x;,z;) € Ry x R" x R"), forall (P,S)eP xS,
forall i#£j, i,j=1,2,...,m;

(£) (DF,viy) S ()R (t,p) < o (P, S)i ([lal)

+ 3 p6ii (P, S)pilllzil)es (l251)

i=1

m
+ > o1 (P S)pilllil)es (i) + pk; (P S)ed (s ),
=1
7
for all (t,zi,z;) € Ry X Nigo X Njzo
(for all (t,x;,z;) € Ry x R™ x R"), forall (P,S)eP xS,

forall i#£j, i,j=1,2,...,m,
hold true.

Proposition 2.4.1 If all conditions of Assumption 2.4.1 are satisfied
then

(2.4.1) DYt x,1p) <wQ(P, S)w
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for all (t,z;,25) € Ry X Nigo X Njgo (for all (t,2;,2;) € Ry x R™ x R™)

and for all (P,S) € P xS, where

= (prllz1l); p2(llz2l); -- -5 em(llzml])),
Q(P’S):[Q’LJ(va)], qZJ:q]la Z,.]:13277m

and
qii (P, S) = V7 (phi + (P, S)) + 2> it {ph; + pb;
=1
i

1
2 (P, S) = B V7 (psij (P, S) + psji (P, 9))

+ 1/%%{/)11']‘ +p2ij + Y Y (pag(P, S) + peiq (P, 5))
ot
+ 3 (ps1q(P,S) + prig(P, S))}, i£j hi=12...,m.
—11=
%0 74

Proof Let all conditions of Assumption 2.4.1 be satisfied. Then for the

expression DT v(t, z,1)) we have

DYo(t,z,4) = T DYU (L 2) = 7D v(t, z;)

1=1
(2.4.2) m m
+2 Z Z 1/Ji¢jD+’Uij (t, Xi, l’j).
i=1 j=2
j>i

Furthermore, by conditions (3)(a)—(f), we have

v(t,z,¢) < Z{ VI (phi + pas (P, S) )+22¢zwj(pzz+p3j
Jj=1
i#i

+ pLi(P,S) + phi(P.S) + pig; (P, S) + pi; (P, S))}%Z(Iwill)

#2305 {3 ¥200(P.8) + pus(25)

j=1

>
+ ity <p1ij + p2ij + Z(Puj(P, S) + peij (P, 5))
7
Y 0rP.5) + a2 5)) finllaslDi o)
P
= > €ulP el +23° 3" 6P S) sl )
B =
=wTQ(P,S)w

for all (¢,xi, ;) € Ry X Nigo X Njzo (for all (¢,2;,2;) € Ry x R™ x R™)
and for all (P,S) e P x S.
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This completes the proof of Proposition 2.4.1.

By means of U(t,z) = diag U(t,z) = [Vi1(t, 1), - o, Umm (t, T )], & ma-
trix K and a vector ¢ € R™ we construct the vector function

(2.4.3) L(t,z,v) = KU(t, 2)v

with components L (¢, z,v), La(t,2,%), ..., Lin(t,x,9).
Following Gruji¢ et al. [1] we will use the next definitions.

Definition 2.4.3 We say that the set L¢(t) is a mazimal connected
neighborhood of the origin for each ¢ € (0,400) and t € R if x € L¢(t)
implies L¢(t,z,1) < C.

Let O be a set {x: z = 0}.

Definition 2.4.4 We say that time-varying set II(t) is asymptotically
contractive (or asymptotically contracts to O) iff:
(1) there exists a 7 € R such that II(¢) is a neighbourhood of the origin
for any t < 7 and
(2) Um [II(¢): t — +o0] = O.

We note that the notions of asymptotically contractive sets with respect
to functions were discovered by Grujié¢ [1].

The following theorem provides our main characterization of stability
under nonclassical structural perturbations.
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Theorem 2.4.1 Assume that the perturbed motion equations (2.2.10)
are such that all conditions of Assumptions 2.3.1 and 2.4.1 are satisfied
except for upper estimates of the functions vy (t, z;) and vi;(t, z;, x;) for all
i,7=1,2,...,m and moreover

(1) there exist positive numbers & (or & = —+00) such that the sets
Li¢,(t) are asymptotically contractive for any ¢ € (0,&) and
any 1=1,2,...,m;

(2) the matriz A is positive definite;

(3) there exists a negative definite matriv Q € R™ ™ such that

% (QP,S)+QM(P,S)<Q forall (P,S)cPxS.

Then the equilibrium state x = 0 of the system (2.2.10) is asymptotically
stable on P x S

If all hypotheses of the theorem hold for Ni, = R™, for radially un-
bounded functions vi;(t,x;) and vij(t,z;, ;) and for & = +oo for any
i=1,2,...,m, then the equilibrium state x = 0 of the system (2.2.10) is
asymptotically stable in the whole on P x S.

Proof If Assumption 2.3.1, Proposition 2.3.1 and hypothesis (b) of the
theorem are satisfied, the function (2.3.2) is positive definite on N7, X N, X
.. X Nz Hypothesis (a) of the theorem ensures asymptotic contraction
of the set Li¢, (t) X Lo¢,(t) X ... X L, (t) for every ¢ € (0,&;) for all
i=1,2,...,m. Let L¢(t) be the largest connected neighbourhood of z =0,
so that L¢(t,z,¢) < ¢ for all © € L¢(t) and for all t € R;. Therefore,
the set L¢(t) is asymptotically contractive for every ¢ € (0,¢), where £ =
min{y2&: i =1,2,...,m}.

Further by Assumption 2.4.1 there exists a connected neighbourhood N,
of the state z = 0: Ny C Nip X Nag X ... x N, such that the conditions
of Proposition 2.4.1 hold. By hypothesis (c¢) of the theorem the expression
DT u(t, x,v) is negative definite for any (P,S) € P x S. As is known (see
Theorem 1.2.3) these conditions are sufficient for asymptotic stability of
equilibrium state of the system (2.2.1) on P x S.

In case N;; = R™ the function (2.3.2) is positive definite and radially
unbounded. This fact together with other hypotheses of Theorem 2.4.1
proves its second assertion. This completes the proof of Theorem 2.4.1.

Theorem 2.4.2 Assume that the perturbed motion equations (2.2.10)
are such that all conditions of Assumptions 2.8.1 and 2.4.1 are satisfied
with A(t) =1 for all t € Ry and

(1) the matrices A and B are positive definite;

(2) there exists a negative definite matriz Q € R™ ™ such that

%(Q(P,S)-I-QT(P,S))S@ for all (P,S)ePxS.

Then the equilibrium state © = 0 of the system (2.2.10) is uniformly asymp-
totically stable on P x S.

If moreover for Nz = R™ the functions vy (t,x;) and vi;(t,x;,x;) are
radially unbounded and the functions p; € KR, then the equilibrium state

x =0 of the system (2.2.10) is uniformly asymptotically stable in the whole
on PxS.

The Proof of Theorem 2.4.2 is similar to the proof of Theorem 2.4.1.
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Theorem 2.4.3 Assume that the perturbed motion equations (2.2.10)
are such that all conditions of Assumptions 2.8.1 and 2.4.1 are satisfied
with A(t) =1 for all t € Ry and

(1) for given functions o;(||x;||) there exist positive numbers 3; and ~;
such that
Billzill < @illlzall) < il

for all z; € Nip (for all x; € R™ ) and all i =1,2,...,m;
(2) the matrices

* * *
A" = [Qi_j] y o Qg = Qs
* —x% * —%
B* = [aij] y o Quy = Q1) = 1,2, ) 11,

with elements

a;; = Qiiﬁ? a;; = az‘i%ga
. { @.;BiB; if a;; >0 forall i#j;
;v i a; <0 forall i # j;
e { aijviv;  if @iy =0 forall i g
@;;B:6; if ;<0 forall i#j,
are positive definite;
(3) there exists a negative definite matriz Q" € R™™ such that

(Q*(P,S)+Q*"(P,S)) < Q" forall (P,S)ePxS.

|~

Here Q*(P,S) = [0};(P,S)], of; =0}, foral i#j, i,j=1,2,...,m,

ij
* 2 7 7
0;(P,S) =7 (plikir + phikio)

S
+2 iy { phikis + pijkia + pLi(P, S)kis
j=1
JF#i

+ p2:(P, S)kjs + pis; (P, S)kiz + pi; (P, S)kjs };

N 1
0} (P,S) = vit; (p1ijki; + paijhki;) + 5%2/?3@‘(137 S)k;

+ > ity {pary (P, S)ki + peis (P, S)kj; }
=1
7

+ > Gitbm { psim (P, S)kG + prim (P, S)kL }
m=1

m#i

forall i,7=1,2,....m and r=1,2,...,8
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v¢  (or 7]2) if the corresponding multiplier
o @i (lzill)  (or 93 (llz;l)) is positive,
" BZ  (or ﬁ?) if the corresponding multiplier

e(lzill)  (or @3 (llz;l1)) is negative;

forall i,7=1,2,....m and ¢=1,2,...,7

viv;  if the corresponding multiplier
. (el 1) s positive.
4 BiB;  if the corresponding multiplier

07 (=il g3 (lx;11) is negative.

Then the equilibrium state x 0 of (2.2.10) is exponentially stable
on PxS.

If all hypotheses of the theorem are satisfied for Nz = R™ then the
equilibrium state * = 0 of (2.2.10) is exponentially stable in the whole

on PxS.

Proof Provided that Assumption 2.3.1 and Proposition 2.3.3, and hy-
potheses (a), (b) of Theorem 2.4.3 are satisfied, we have for function (2.3.2)

A (HAH) |[|® < w(t, 2, ¢) < Ay (HB*H)||z]|?

for all z € N; € R", where \,,(-) is a minimal eigenvalue of the matrix
HTA*H, and A\js(+) is a maximal eigenvalue of the matrix HTB*H, z =

(2T, ... 2D)T and H = diag [t1,v2, ..., %m].

rYm
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If all conditions of Assumption 2.4.1 and hypothesis (¢) of Theorem 2.4.3
are satisfied, then for DT v(t, z,1) the estimate

DYt z,) < Ar(Q))||z)|> forall (t,z,P,S) € RX Ny x P xS

is valid, where /\M(@;) < 0, and @T = %(@* + @*T) Therefore the
equilibrium state x =0 of (2.2.10) is exponentially stable on P x S.

If Nijz =R™ forall i=1,2,...,m, then N, = R" and all hypotheses
of Theorem 2.5.6 by Martynyuk [13] are satisfied for all (P,S) € P x S.
Hence, the equilibrium state z = 0 of (2.2.10) is exponentially stable in
the whole on P x §. This completes the proof of Theorem 2.4.3.

Remark 2.4.1. If ;(||zi]]) = of|zil|, o € Ry, then Theorem 2.4.3 re-
mains valid for A* = aA, B* = aB and @i = %a(@* —|—§*T).

Assumption 2.4.2 Let in the inequalities (3) (a)—(f) of Assump-
tion 2.4.1 sign “<” be reversed, i.e. “>”.

Proposition 2.4.2 If all hypotheses of Assumption 2.4.2 hold, then
DFu(t,z,¢) > w'Q(P, S)w

for all (t,z) € Ry X Npo and for all (P,S) € P x S.

Here the vector w and matrix Q(P, S) are defined in the same way as in
Proposition 2.4.1.

The Proof is similar to that of Proposition 2.1.2.

Theorem 2.4.4 Assume that the perturbed motion equations (2.2.10)
are such that all conditions of Assumptions 2.8.1 and 2.4.2 are satisfied
with function A(t) =1 for all t € Ry and

(1) matrices A and B are positive definite,
2) there exists a positive definite matrix D € R™*™ such that for
p
matriz Q(P,S) the estimate

(Q(P,S)+Q"(P,S)) > D

N =

holds at least for one pair (P,S) € P x S.
Then the equilibrium state x =0 of (2.2.10) is unstable on P x S.

Proof We construct a scalar function (2.3.2) based on a matrix-valued
function U(¢, z). Due to Assumption 2.3.1, Proposition 2.3.3 and conditions
(a) of Theorem 2.4.4 the function v(t, z,) is positive definite and admits
infinitely small upper bound on ;. By Assumption 2.4.2, Proposition 2.4.2
and conditions (b) of Theorem 2.4.4 the function DVw(t,z,) is positive
definite at least for one pair (P,S) € P x S.

These conditions are sufficient (see Theorem 2.5.7 by Martynyuk [13])
for instability of the equilibrium state z =0 of (2.2.10).
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Ezxample 2.4.1 Let a fourth order system be given, which consists of two
subsystems of second order

dxl 1 —satO.le
2 ) (14 t
dt 1+t2{ ( +)I1+5“()< 0

+s12() (05(?22) +s13(t) (0.1?321 ) };

d.’l?g o 1 O.4I11
i H—tg{— (24 t)xa + s21(t) ( 0 )

+ s22(t) <o.4g;12) +s2(t) (sat 0(.)23;22 > }

where xr1 = (1‘11,I12)T7 To = (1‘21,I22)T7 satf :f for |£‘ S 1 and sat§ =
sign¢ for [¢] > 1.

In this example P = {0} and the structural matrices S;(t) have the
form

(2.4.4)

o (sat) 0 si(t) 0 sp(t) 0
Sz(t)—( 0 sa(t) 0 sp) 0 Si?’(t))

_ (S 0 _
S(t)—( 0 Sg(t)>’ i=1,2.

The structural set of the system (2.4.4) is defined as

S = {S(t) S(t) — <510(t) SQO(t)) y Sl(t) = (Sil(t)lg, Sig(t)fg, Sig(t)lg),

si;(t) € {0,1} forall te R, foral i=1,2, j= 1,2,3}.

Note that structural changes of the given system within structural set &

are inadmissible in the frames of connected stability (see Siljak [1]) and

equality s;; = Smn(t) is admissible for all i,m = 1,2 and j,n =1,2,3.
All possible interactions are described by means of the matrices

Sl (t)hl (t, .’IJ) and SQ (t)hg (t, LL‘),
where

hi(t,z) = (—sat0.1z11, 0, 0.5292, 0, 0, 0.1z5;) 7T,
hao(t,z) = (0.4z11, 0, 0, 0.4219, 0, sat 0.2z99)T

and “sat” is the saturation nonlinearity.
We connect with the independent subsystems

d!L‘l 141 d:L‘Q 24+t
2.4.5 R L R L
(2.4.5) dt T+e2 b dt 1+ 72
the functions
(2.4.6) vii(t, ) = (L +tHa?, i=1,2.
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The sets L;¢(t) are defined as follows

§
L+¢2

Lig(t):{mi: ThH 42 < }, for i=1,2.

It is clear that they are asymptotically contractive for any ¢ € (0,+00).
Further we define the functions v;; (¢, z;, z;) as follows

(247) V21 (t, X7, LUQ) = Ulg(t, x1, 1‘2) = 01(1 + t2) xr1T2.
For the functions (2.4.6) and (2.4.7) the estimates
va(t, ) = (14 )il i =1,2;

vij (21, 22) 2 —0.1(1 + %)l | [}z

are satisfied and matrix A corresponding to matrix A of Proposition 2.3.1

44 2. CONTINUOUS LARGE-SCALE SYSTEMS

is positive definite and the function A(t) =1+¢>>1>0 for all t € R,.

(]
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Let ¢ = (1,1)%, then for given choice of the elements v;j, i,j = 1,2,
of the matrix-valued function U(t, z), the elements of the matrix Q(S)
corresponding to the matrix Q(P,.S) in Proposition 2.4.1 take the values

511(5) =—240.1s11 + 0.025512 4+ 0.005513,
522(5) = — 44 0.25523 + 0.04592,

512(5) = &21(5) = 0.25512 + 0.2\ / 5%1 + 5%2 + 0.3 + 0.01811 + 0.04821,

and the matrix @ corresponding to matrix @ in Theorem 2.4.1

O— ~1.87  0.6+0.2v2
- \0.640.2v2 —3.76

is negative definite.
Since all hypotheses of Theorem 2.4.1 are satisfied, the state = = 0
(x € RY) of (2.4.4) is asymptotically stable in the whole on S.

Remark 2.4.2 Example 2.4.1 was studied by Grujié, et al. [1] by means
of Liapunov vector function with the components

vi(t, i) = (L4 6%) (Joa| + |zia]), i=1,2.

By means of this function the aggregation matrix for Example 2.4.1 was
obtained as follows
—1+0.1s 0.5512 +0.1s
A(S) = ( 11 12 13)

0.4(s21 + 822)  —2+0.2503
for which

-0.9 0.6

A(S) < ( 0.8 —1.8> =A, forall Se&.

Having compared the matrix é obtained in terms of the matrix-valued
function with elements (2.4.6), (2.4.7) with the matrix A obtained in terms
of the vector-function one can easily see that the estimates of total deri-
vative of the auxiliary function along solutions of system (2.4.4) based on
the matrix ) extend the possibilities of the Liapunov direct method in the

investigation of this system.

2.4.2 The Problem Cg In this section we propose a solution of Prob-
lem Cg which is formulated as follows.

Problem Cgp. Let the continuous dynamical system (C) be obtained
as a result of composition of the interacting subsystems (2.2) according to
the adopted generalized model of connectedness. It is necessary to establish
sufficient conditions of various types of stability for the equilibrium state
x = 0 of system (2.6) in terms of the dynamical characteristics of the
interacting subsystems (2.2) when there is no information on the dynamical
properties of the isolated subsystems (2.3).

Let with interconnected subsystems (2.2.5) the elements of matrix-valued
function U(t,z) be connected for which Assumption 2.2.1 holds. Now we
shall formulate some more assumptions.
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Assumption 2.4.3 There exist

(1) open connected neighbourhoods N;, C R™ of the states (z;
R™ forall i =1,2,...,m;

(2) the functions ¢;: Niz — Ry, i1=1,2,....m (¢; € K(KR)) and
the functions v;; (¢, -) mentioned in Assumption 2.3.1 and besides
(a) the functions v;; € C(Ry X Nigo, Ry) or vy € C(Ry X R™,
Ry) forall i =1,2,...,m;
(b) the functions v;; € C(R4+ X Nizo X Njzo, R) or v;; € C(Ry %
R x R",R) forall i £, 4,5 =1,2,...,m;
(3) positive definite function 3(¢,z), 5: Ry x R™ — R4 and constants
P2ij5 pkl(PaS)7 p3j(PvS)7 p?”ij(PvS)7 k = 172a r = 1a374a Za] =
1,2,...,m, i # j, for which the following conditions hold

0) €

(a) D;F’Uii + (D;;’Uii)Tgi(t, 371) + (Df[ivii)TSihi(tx,pi)
< {pu<P, )2 (i) + 3 puis (P, S)%(llmill)@j(ll%|I)}ﬂ(t7x)

j=1
i

for all (¢,z;,z;) € Ry X Nigo X Njgzo (for all (¢, z;,z;) € Ryx
R™ x R™) and for all (P,S)eP xS, i=1,2,...,m;
(b) D vij + (D vij) T gi(t, i) + (D vig) " Sihi(t, z, pi)
+ (D vig) T gs(t, xj) + (DF vig) T Sihi(t, 2, pi)
< {ouP.9) 21D + p2s(P. )11

+ i (P, )iz (il )z (1) + Y psig (P, S)ullzal)s (sl

%
+ 3 prim(P. swi(|xz—||>som<||xm||>}ﬂ<t,x>
m=1

for all (¢,z;,z;) € Ry X Nigo X Njzo (for all (¢,z;,2;) € Ryx
R"™ x R") and for all (P,S) € P xS for i # j,

,7=1,2,...,m.
Proposition 2.4.3 If all conditions of Assumption 2.4.2 hold, then
D¥u(t,z, ) <w'O(P, S)w|6(t, )|

for all (t,z) € Ry X Nyo (for all (t,z) € Ry x R™) and for all (P,S) €
P xS, where

w = (er([lz]), e2ll2ll), - -, emlzmll));
0; 545

G(va) = [elj(va)L

j = ,j=1,2,...,m;
2,2 :
Qn(P, S) = wz pu‘(P, S) + 22%’%‘[@1@’, S) +
=1
i
+ps3;(P,S)], forall i=1,2,...,m;
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1
0ij(P,S) = 51/%2 (P15 (P, S) + p1i (P, S)]

+ Yi; |:p2ij + 3 (PS) + Y paim (P, S)]
17 i

forall i#£j, di,7=1,2,...,m.

The Proof of Proposition 2.4.3 is similar to that of Proposition 2.4.1.

We now adapt the matrix-valued Liapunov functions method to the sys-
tem under nonclassical structural perturbation (2.2.1).

Theorem 2.4.5 Assume that the perturbed motion equations (2.2.10)
are such that all conditions of Assumptions 2.3.1 and 2.4.3 are satisfied

except for upper estimates of the functions vy (t, x;) and vy (t, x;, z;) for all

i,7=1,2,...,m and moreover
(1) there exist positive numbers & (or & = +oo) such that sets
Li¢,(t) are asymptotically contractive for any ¢ € (0,&) and
every 1 =1,2,...,m;

(2) the matriz A in the inequalities (2.5.7) is positive definite;
(3) there exists a negative definite matric H € R™*™ such that

% (O(P,S) +0"(P,S)) < H forall (P,S)ePxS

1s satisfied component-wise.

Vouwro Touexs | Resanr Toocks | Macs Toveks | Vowo Buses | Vowo Cowsteucnion Esumsest | Wowo Pesm | Vowo Aeno | Wowo IT

Vowo Fimswcer Sepnces | Vowo 3P | Vowo Powerream | Vowo Pasrs | Vowo Techwowoer | Wowo Loasncs | Busisess Anes Asie
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Then the equilibrium state © = 0 of the system (2.2.10) is asymptotically
stable on P x S.

If all hypotheses of Theorem 2.4.5 hold for Ny = R™ for radially
unbounded functions vj(t,-), i, =1,2,...,m, then the equilibrium state
x =0 of the system (2.2.10) is asymptotically stable in the whole on P x S.

The Proof of Theorem 2.4.5 is similar to that of Theorem 2.4.1.

Theorem 2.4.6 Assume that the perturbed motion equations (2.2.10)
are such that all conditions of Assumptions 2.3.1 and 2.5.2 are satisfied for
B(t,x) =1 and

(1) the conditions (a) and (c) of Theorem 2.3.1 are satisfied;
(2) the matrices A and B in the inequalities (2.3.7) are positive definite.

Then the equilibrium state x = 0 of the system (2.2.10) is uniformly asymp-
totically stable on P x S.

If moreover Niy = R™ for all i=1,2,...,m, the functions v;;(t,-)
are radially unbounded and functions p; € KR, then the equilibrium state
x =0 of the system (2.2.10) is uniformly asymptotically stable in the whole
on P xS.

The Proof of Theorem 2.4.6 is similar to that of Theorem 2.4.2.

Theorem 2.4.7 Assume that the perturbed motion equations (2.2.10)
are such that all conditions of Assumptions 2.4.1 and 2.4.3 and hypotheses
(a) and (b) of Theorem 2.4.5 are satisfied and moreover, there exist

(1) positive numbers 3; and ~y; such that

Billzill < willlzill) < vallall
for all x; € Ny (for all z; € R™) and for all 1 =1,2,...,m;
(2) the matriz A in the inequalities (2.3.7) is equal to A* = [af],
a;; = aj; and is positive definite;
(3) a symmetric negative definite matric H* € R™*™ such that

O*(P,S) < H* foral (P,S)ePxsS,

where
©*(P,S) = [0;;(P,S)], 05=205 foral ij=12,.. m;

03;(P, S) = 47 pra(P, ki + 2 it (pai( P, S)kia + psj (P, S)kja);
=1
7
N 1
0;;(P,S) = 5 i prij (P, S) + p1ji(P, S)|k}; + Pith; [ijk?j

forall i#4, i,7=1,2,...,m,

v (or %2) if the corresponding multiplier
@i (lzill) (or @3 (llzs1l)) s positive,

B2 (or ﬂ?) if the corresponding multiplier

@i (lzill) (or @i (llz;ll)) is negative,
forall +,j=1,2,....m and r=1,23;
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viv;  if the corresponding multiplier
eilllzill);(llz;l]) s positive,
BiB; if the corresponding multiplier
@illlzill)e;(lz;ll) s negative,
forall i,j=1,2,...,m and ¢q=1,2,3,4;

q9 _
kY =

(4) constant o > 0 such that

1B(t,z)] >« forall (t,x) € Ry x N, N, CR"

Then the equilibrium state © = 0 of the system (2.2.10) is exponentially
stable on P x S.

If all hypotheses of Theorem 2.4.7 are satisfied for Ni, = R™, then the
equilibrium state x = 0 of the system (2.2.10) is exponentially stable in the
whole on P x S.

The Proof of Theorem 2.4.7 is similar to that of Theorem 2.4.3.

Ezample 2.4.2 We consider a fourth order system consisting of two sub-
systems of the second order

do, _ (0 -1
a -1 —2)™

5+t + 5t2 1 1
- - PiiS - P;1S
112 9611+3 11 119621-i-6 11011222
! -l—lP S +1P S
-——z - x - x
T2 Bzt g fon@en + 5 Fonde

dez (0 —05 .
dt ~ \—-05 -1 2

1 1 4+t + 47
ZPnS Z PnS _zrerme
L2 21021711 + FREIECIEaE Ly o2
1 1 t ’
— P S -~ Py S T
g et + g 12102112 T Ty 22

_|_

(2.4.8)

where 11 = (211, 712)T and 2 = (221, 722)T.
Structural matrices and structural set of the system are defined as

S, 0 0 0 g (1 0) 0
g 0 S: o0 o) [7H\o1
0 0 Su o0 |~ 10
0 0 0 Su 0 Sa (g 4
_ (5 0 _
(0 52), S={S9: 08 <L}

Parametric perturbation matrix has the form

P = (P, Pn)"

and the set P of addmissible perturbations is described as

pfn (23)er<(3))
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The elements of matrix-valued function U (¢, x) are defined by

Uii(ta .’EZ) = (]. +t2)1'12, L= 1,2;

Ulg(t,l‘l,xg) = Ugl(t,fﬂl,CCQ) = 01(1 + t2)x1x2.

and for them estimates

vii(t, i) > L+ 2) |27, i=1,2;
vi2(t, @1, @2) > —0.1(1+ %) ||| ||22||

1 —01
A_<—O.1 1)

is positive definite and the function ¢(t) =1+1>>1> 0.
Let n = (1,1)T, then given choice of elements v;;(t,z;), i = 1,2,
v12(t, 1, x2) of matrix-valued function U(t,z), the elements of matrix

G(P,S) are defined as

hold.
The matrix

1
Ell(P, S) =—-3.39+ 5 |P21521|;
B 1

G22(P,S) = —1.8 4 3 |P11Sl;

3
G12(P,S) = 0.88 + |P11511] + 3 | Pa1S21]-

EXPERIENCE THE POW
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For such a definition of elements of matrix G(P,S) the matrix

G(P.S) <G = <—3.265 2.005)

2.006 —1.55

is negative definite and the function
Yt x)=pt)=1+t>>1>0 forall teR,.

The sets v;¢(t) defined by

vig(t){xi: x?l +x?2<$}, 1=1,2,

are asymptotically contractive for all ¢ € (0, +00). Therefore & = +oo for
1 = 1,2. Thus, all hypotheses of Theorem 2.4.5 are satisfied and equilibrium
state (z = 0) € R* of the system in question is asymptotically stable in
the whole on P x S.

Assumption 2.4.4 Assume that

(1) the conditions (1) and (2) of Assumption 2.4.3 are satisfied;

(2) there exist constants p;;(P,S) and p;;(P,S), i = 1,2,...,m, j =
2,3,...,m, © < j, such that

an‘z{D:_Uii + (D Uu) fi(t, 7' ,0) + (D vn) + Sihi(t, z,pi) }

m—1 m
+23 Y i D vig + (D, 0i)" filt, 27,0) + (D vig) " £(¢, 27, 0)
i=1 ;_—
=
+ (D vig) T Sihi(t, @, pi) + (D vig) T Sihy(t, ,p5)}
Z (P, S) % ;) +ZZPU (P, S)pi(zi)p;(x;)
i=1 i=1 j=2

for all (¢,z;,z;) € Ry X Nizo X Njzo and for all (P,S) € P x Ss.
Proposition 2.4.4 If Assumption 2.4.4 holds, then estimate
DYv(t,x,m) < uTCAv'(P7 S)u  for all (t,z,P,S) € Ry X Npo X P xS
is valid, where

ut = (1(21), Y2(22), -y Om(Tm)),

é(PvS):[OA—U(PvS)]v ,7=12,...,m
61’1‘(}),5) :pn‘(P,S), 1=1,2,...,m

1
—pij(P,S), i=12,....m, j=2,3,...,m,

6ii(P.5) = 5

1< 7.
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Theorem 2.4.8 Let perturbed motion equations (2.2.10) be such that
all conditions of Assumptions 2.3.1 and 2.4.4 are satisfied, except for the
estimate from above of functions v(t,z,mn).

If hypotheses (a) and (b) of Theorem 2.4.5 are satisfied and there exists
a negative definite matriz G € R™ ™ such that for matriz @(P7 S) the
estimate

(G(P,S)+ G (P,S) <G forall (P,S)ePxS

N —

holds elementwise, then the equilibrium state x = 0 of system (2.2.10) is
asymptotically stable on P x S.

If all hypotheses of Theorem 2.4.8 are satisfied for Ny = R™ and for ra-
dially unbounded functions v;; and for & = +o0o when each i =1,2,...,m,
then the equilibrium state x =0 of (2.2.10) is asymptotically stable in the
whole on P x S.

The Proof of Theorem 2.4.8 is similar to that of Theorem 2.4.1.

Theorem 2.4.9 Let perturbed motion equations (2.2.10) be such that
all conditions of Assumptions 2.3.1 and 2.4.4 are satisfied for o(t) = 1
and

(1) the matrices A and B are positive definite;
(2) there exists a negative definite matriz G € R™*™ such that for
matriz G(P,S) the estimate

(G(P,S)+G"(P,S) <G forall (P,S)EPxS

N =

holds.
Then the equilibrium state x =0 of (2.2.10) is uniformly asymptotically
stable on P x S.
If, moreover Ny, = R™, functions vi; are radially unbounded and func-
tions ; are of Hahn class KR, then the equilibrium state x =0 of (2.2.10)
is uniformly asymptotically stable in the whole on P x S.

The Proof of Theorem 2.4.9 is similar to that of Theorem 2.4.2.

Theorem 2.4.10 Let perturbed motion equations (2.2.10) be such that
all conditions of Assumptions 2.3.1 and 2.4.4 are satisfied for ¢(t) =1 and
hypotheses (a) and (b) of Theorem 2.4.3 hold and, moreover, there exists
a symmetric negative definite matrix G* € R™™ such that for matriz

G*(P,S) the estimate
1 o) _ o~
5 (G*(P,S)+G*T(P,S)) < G* forall (P,S)eP xS
is valid, where
é*(P,S)Zk“&“(P,S), &;‘;(P,S) :kij&ij(P,S), i;ﬁj:l,?,...,m,
‘2a . Aii P7S > Oa
/Bi Zf O'Z‘Z'(P, S) < 0,
b — { Yivi, if 04 (PS) >0,
ij

_ i=1,2,....m, 4]
B:iB;, if 64;(P,S) <0, " M J#
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Then the equilibrium state x = 0 of system (2.2.10) is exponentially
stable in the whole on P x S.

If all conditions of Theorem 2.4.10 hold for N, = R™, then the equilib-
rium state x =0 of (2.2.10) is exponentially stable in the whole on P x S.
The Proof of Theorem 2.4.10 is similar to that of Theorem 2.4.3.

Ezample 2.4.3 Consider the forth order system (S) consisting of two
subsystems (S;) of the second order

dl‘i

(2.4.9) dt

2
= —ax; + S;1 <1> (Pi(a'i), O; = (—4, —2)(2.’1}1 — :L‘j),

iaj = 17 21 i 7é j
when the conditions

pi(oi)o; !

hold.
We suppose that

€[0,4+0), forall o, €R, «a€(0,+00), o= const

S11 0 0 0

o . o 51 0 o 0 59292 0 0
S = 5 S_<0 Sg>_ 0 0 59292 0 ’

0 0 0 S22
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Let Vii = 2.1‘12, V12 = V21 = —X1T2.
Matrix 121, corresponding to matrix A in the estimate from Proposi-

tion 2.3.1, has the form
A 2 -1
=)
and is positive definite.
We set n = (1,1)T, then

2
Dou(t,x) = Z Duvy; + 2Dvig = —4ax§ - 4ax§ —s11p1(o1)o1
i=1

— s2102(02) 02 + 4oy < —dal|z||* + dal|z | [|z2]| — dal|z|?

=~ —4da 2a -2 1
G< 20 —4a> =20 ( 1 —2>
is negative definite.

Thus, all hypotheses of Theorem 2.4.9 are satisfied and the state z =0
of (2.4.9) is uniformly asymptotically stable in the whole on S.

and the matrix

2.4.3 Instability conditions Some modifications of Assumptions 2.4.1
and 2.4.3 allow to apply the obtained inequalities for establishing instability
of the equilibrium state z = 0 of system (2.2.1).

Assumption 2.4.5 Let in the inequalities (iii) (a)—(b) of Assump-
tion 2.4.3 the sign “<” be reversed, i.e. “>”.

Proposition 2.4.5 If all conditions of Assumption 2.4.5 are satisfied,
then

DYo(t,x,9) > w E(P, S)w|6(t, )|

for all (t,x) € Ry X Nyo (for all (t,x) € Ry X R™) and for all (P,S) €
P xS.

Here the function 3(t, x), vector w and matrix ©(P, S) are defined as in
Proposition 2.4.3.

Theorem 2.4.11 Assume that the perturbed motion equations (2.2.10)
are such that all conditions of Assumptions 2.83.1 and 2.4.5 are satisfied
with function B(t,x) =1 for all t € Ry and

(1) the matrices A and B are positive definite;

(2) there exists a positive definite matrix D* € R™*™ such that

1
at least for one pair (P,S) € P x S.

Then the equilibrium state x =0 of the system (2.2.10) is unstable.
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Proof We construct a scalar function (2.3.2) based on a matrix-valued
function (2.3.2). Due to Assumption 2.3.1, Proposition 2.3.1 and condition
(a) of Theorem 2.4.11 the function (2.3.2) is positive definite and admits
infinitely small upper bound on A, C R"™. By Assumption 2.4.5, Propo-
sition 2.4.4 and condition (b) of Theorem 2.4.11 the function DT wv(t, x, )
is positive definite at least for one pair (P,S) € P x S. These conditions
(see Theorem 2.5.7 by Martynyuk [13]) are sufficient for the instability of
the equilibrium state 2 = 0 of (2.2.10).

Assumption 2.4.6 Let in inequalities of Assumption 2.4.4 the sign
“<” be reversed, i.e. “>7.

Proposition 2.4.6 If all conditions of Assumption 2.4.4 are satisfied,
then for DT v(t, x,1)) the estimate

Dtu(t,z,¢) > u"G(P,S)u
takes place for all (t,z) € R X Ny, and for all (P,S) € P x S.

Here the vector u and the matrix G(P,S) are defined in the same way
as in Proposition 2.4.4.

The Proof of Proposition 2.4.6 is similar to that of Proposition 2.4.5.

Theorem 2.4.12 Let perturbed motion equations (2.2.10) be such that
all conditions of Assumptions 2.3.1 and 2.4.6 are satisfied and

(1) the matrices A and B are positive definite;

(2) there exists a positive definite matriz G e R™>™ " such that the
estimate

% (GP.S)+CN(P.S) > G forall (P.S)eP xS

18 true.
Then the equilibrium state © =0 of (2.2.10) is unstable on P x S.

The Proof of Theorem 2.4.7 is similar to that of Theorem 2.4.11.

2.5 Linear Systems Analysis

We consider the linear system

d; Zm :
(251) C‘; :A1x1+ SiinjIEj, 1= 1,2,...,m,
—1
=

where A;; are constant matrices of the corresponding order,

S={S: S =diag[S1,S52,...,5]},
Si = [Si1,~~~,$i,i71,1,$i,i+1,~~~,$is],
0 S Sij S I,

where [ is a unique matrix of the corresponding dimension, ni +ns+---+
_ _ (T T T\T
Nm=n, €= (2{,23,...,2,) € R™
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For the systegn (5.5.1) we construct a matrix function
(2.5.2) U(z) = [vi(zi, z;)], vy =v; forall i,j=1,2,...,m
with the elements
vii(2;) = o} Byx; forall i=1,2,...,m,
(2.5.3)

vij (4, z5) = x?Bijacj forall i#£3j, 4,j=1,2,...,m,

where B;; are symmetric positive definite matrices and B;; are constant
matrices for all ¢ # j. It can be easily verified that for the functions
(2.5.3) the estimates (cf. Krasovskii [1], and Djordjevic [1])

A (Bia) [ < via(ws) < Anr(Bis) ||
forall x; € Nizo and i=1,2,...,m;
A28 BTz ) e Y2ip pTy|,.. ,
=yt (BijBip)llwilll|z; || < vij(ws, 25) < Ayy (Bii Bi) il ||l
for all (m;,xj) € Nigo X Njzo and i#£75, i,7=1,2,...,m

hold true, where A, (B;;) and Aj(B;;) are minimal and maximal eigen-

values of the matrices By for all i =1,2,...,m and /\}\//IQ(BijBiTj) are
norms of matrices B;; for i # j, 4,5 =1,2,...,m.

We introduce the function
(2.5.4) v(z,p) =y U )y, Y eRT, ¢ >0.
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For the function v(x,) in view of Proposition 2.3.1 we have
(2.5.5) nTHTAHn < v(x,7) <nT*HTBHp,

where

nt = (el a2, - lls ),
H = dlag [wlana c 'awsL

A=lay], B=[byj], 4,j=12,...,m,
ai; = Am(Bii), by =Am(Bi), i=1,2,...,m,
aij = —bij = M\, (ByBE), i=12,...,m-1, j=12,...,m,

aij = aji, by =b;; forall 4 #j.
Together with the function v(z, ) in (2.5.4) its total derivative
(2.5.6) DYo(z,y) =y "D U(x)y, ¢ €RT, >0,
along solutions of the system (2.5.1) is considered.

Proposition 2.5.1 If for the system (2.5.1) there exists the matriz-
valued function (2.5.2) with elements (2.5.3), then the total derivative of
(2.5.8) by virtue of system (2.5.1) satisfies the estimates

(a) 1/J¢2(D;:. Vig (Sﬂi))

dt = HxZH +22plu EANER

J#l
for all (x;,z;) € R xR™, i=1,2,...,m, SeS&;d

T d.’l?l
dt

< p2i(S) il + (p2i + paij ()l Il

for all (x;,z;) € R™ x R™, for i#3j, 1,7=12,....m,

(b)  2¢s; | (D vij (i, x5))

dx;
+ (D5 viany)) T 52|

where
p1i = A2 (BuAi + ATBy)], i=1,2,...,m,

p2i(S) = Am {2%111]'(3%5]'1'/1]'1' +(S;iA;i)" Bi)
=1

+ ) v (BSSi Ay + (SjiAji)TBz‘j)}
j=i+1l
forall i#7j, i,7=1,2,...,m,

Am are minimal eigenvalues of matrices (- ) respectively, and

1
p1i(S) = ‘5 ¢7 (BiiSijAij + (SijAij) ")

)

p2ij = |[Vi;(ai Bij + Bij Aj)||,
1—1

P36 (S) = || D Vr(Wi B Skj Arj + (Skj Arj) " Bry)
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+ > (i BRSkjAkj + (SkiAri) "1 ;)
k=it1

+ ) Un(iBRSk A + (SkiAki) "¢ Bir)

k=j+1
forall i#£34, 4,7=1,2,....m

Proof Let for the system (2.5.1) the matrix-valued function (2.5.2) be
constructed with elements (2.5.3). Then we have in case (a)

T dx;
dt

T
1/%2 (DIU”(IZ)) = 1/J2 |:A z; + Z Snguxj] Buxz

Jj=1
J#i

=1
g
+2 Z Zi 1/}1 [BiiSij Aij + (Si Al]) Bi]x;

J#z

m

< PIZHxZH + QZPIU EANEAN
Jj=1
J#i
for all (z;,x;) € R* x R™, forall SeS.

The estimate (b) is proved similarly.

Proposition 2.5.2 If estimates (a) and (b) of Proposition 2.5.1 hold,
then the total derivative (2.5.6) of the function (2.5.4) by virtue of the
system (2.5.1) is estimated by the inequality

(2.5.7) DYw(z,v) <nTQ(S)n forall x€ R and ScS,

where

Q(S) =[045(9)), oij =05 i,j=12,...,m,
04 (S) = pri + p2.(S), i=1,2,...,m,

05(S) = % (p1i5(S) + p15i(S)) + p2ij + p3i;(5)

forall i#j4, 4,7=12,....m and S€S.

The Proof of Proposition 2.5.2 is similar to that of Proposition 2.3.1.

Theorem 2.5.1 Assume that the system (2.5.1) is such that

(1) there exists a matriz-valued function (2.5.2) with elements (2.5.3);
(2) the matriz A in (2.5.5) is positive definite;
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(3) there exists a negative definite matriz Q € R™*™ such that
1 _
5 (QT(S)+QS8))<Q forall SES.

Then the equilibrium state © = 0 of the system (2.5.1) is asymptotically

stable in the whole on S.

Remark 2.5.1 If in the system (2.5.1) there are no structural perturba-
tions, i.e. S;; = I, then for the total derivative of the function (2.5.4), by
virtue of the system (2.5.1), the following estimate should be applied

v, ) <ZAM Wl +23° 3 AACCD el |

i=1 j=2

for all (z;,z;) € R™ x R"7,

where

i—1
Cii = Y} (BiAi + AT Byi) + Z it (A;'FiBji + B};Aji)

j=1

m
+ N iy (BiyAy + ARAL), i=12,...,m,
j=it1

1
Cij = 5 07 (Biidij + AjjBii) + ity (A7 Bij + BijA;)

360°
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i—1

+ > Uk ($iBjAkj + Afin; Bij)
k=1

-1
+ > U (ViBJ A + Al Brs)
k=i

m

+ > i (ViBR Ak + Al Biy)

k=i
i=1,2,...,m—1, j=23,....m, i<]j
Cij = Cji for all Z;é j
In this case matrix 2 has the form
Q:[Eiﬂ, Eijzﬁji, i, =1,2,...,m,
where 7;; = A (Cy;) and 7,5 = /\}V/l2 (C’ijC};— ) are maximal eigenvalues of
matrices Cj; and /\}V/lz(-) are norms of matrices Cyj, 4,5 =1,2,...,m.

Ezample 2.5.1 We consider a linear fourth order system consisting of
two second order subsystems

% - -1 0.5 — S91 0 0.5 1 -
d  \-05 —2)7! 0 s: )\ =1 05)7%
dey (=2 -1\ (s 0 (01 -1

at ~ \05 —3)*2 0 su/\1 01)%

where z; € R?, i = 1,2. Structural matrices S, S;, and S;;, i,7 = 1,2, are
of the form

(2.5.8)

(V)

S = diag{Sl,S2}, Sl = [1812}7 52 = [1821}7
s12 = so1l2, s21 = s11la, [y =diag{1,1}.

The structural set S is defined by the formula
S={S:0<S<I}, Iy=diag{l1,1,1,1}.
We construct the matrix-valued function (2.5.2) with the elements
Vi :m’zr dlag {272}.'1127 i= 1a27
’012(.%‘17 l‘g) = ’1)21(331, .’L‘Q) = .’lflT diag {0.17 0.1}.’1,‘2.
For this function the following estimates
vii(2i) > 2||ai||* for all z; € R, i=1,2;
’012(.’1?17.%‘2> > —0.1||.’L‘1H H.’EQH for all (.’L‘l,.’L‘2> S R2 X R2

hold.
If T = (1,1), then the matrix A has the form

2 -0.1
A<—0.1 2)

and is positive definite.
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Elements of the matrix €2 are

0'11(S> = —240.02s11, 022(5) = —3.59+ 0.1s91,
012(5) = 0'21(5) =0.274+ 0.1511 + 0.5821.

For such a definition of the elements of €(S) we have

(198 0874
US) <= ( 0.874 —3.49) '

The matrix €2 is negative definite. Thus the equilibrium state x = 0 of the
system (2.5.7) is asymptotically stable in the whole on S.

2.6 Certain Trends of Generalizations and Applications

2.6.1 Stability analysis with respect to two measures For the
reader’s convinience we shall recall some notions of stability theory where
the motion properties are studied with the application of two measures.
Further system (2.2.7) is considered under all but one assumptions made
in Section 2.2. In this subsection the right-hand side of system (2.2.7) is
not assumed vanishing for z = 0.

The state of system (2.2.7) is characterised by means of two measures
po(t,x) and p(t,z), taking their values from the sets

M = {p S C(T X R2k7 R+)Z (ltnf) p(t7x) = 0},

Moz{pGM: inf p(t,z) =0 for all tGT}.

Let U(t,z) be a matrix-valued function, i.e. U: 7 x R" — R™*™ with
the elements

(2.6.1) uij: T xXR"— R, (i,j)=1,2,...,m.
The property of having a fixed sign of the matrix-valued function U (¢, x)
with respect to measure p(t, z) is determined as follows.

Let we R™ and v: T x R™ x R™ — R be determined by w and U by

the formula

(2.6.2) v(t, z,w) = wlU(t, z)w.
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Definition 2.6.1 The matrix-valued function U: R x R® — R™*™ is

(1) p-positive definite on T, T € R, if there exist an open connected
subset NV C R™ 0 € N, a comparison function a € K and a
constant Ay > 0 such that

(2.6.3)  alpt,z) <v(t,z,w) forall (t,z,w#0)eT, xN xR™

whenever p(t,z) < Ag;

(2) p-positive definite on T, x S, if all conditions of definition (1) are
satisfied for N = S;

(3) p-positive definite in the whole on T, if conditions of definition (1)
are satisfied for = R", a € KR and A, =

(4) p-negative definite (in the whole) on T, (on T, x N), if (—v) is
p-positive definite (in the whole) on 7, (on 7, x N).

The expression “on 7;” is omitted in Definitions (1)—(4) if and only if
the conditions of these definitions are satisfied for 7 € R.

Proposition 2.6.1 For the matriz-valied function U: Rx R™® — R™*™
to be p-positive definite on T, it is necessary and sufficient that it can be
represented as

v(t, z,w) = wtU, (t, 2)w + a(p(t, z))

2.6.4
( ) for p(t,z) <Ay and (t,z,w#0)€ T x N x R™,

where Uy (t,x) is positive semi-definite on 7T, matriz-valued function
and a € K.

For the the proof see Martynyuk [8].
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Definition 2.6.2 The matrix-valued function U: R x R™® — R™*™ ig

(1) p-decreasing on T, T € R, if there exist an open connected subset
N C R™ 0 € N, a comparison function b € K and a constant
Ao > 0 such that

v(t,z,w) < b(pt,z)) forall (t,z,w#0)€T, x N xR"

whenever p(t,z) < Ag;

(2) p-decreasing on T; x S, if all conditions of definition (1) are satisfied
for N = S;

(3) p-decreasing in the whole on T, if all conditions of definition (1)
are satisfied for N = R", b € KR and Ay = +00;

(4) weakly p-decreasing on T, if all conditions of definition (1) are
satisfied with the comparison function b of class CK, i.e.

v(t,z,w) < b(t,p(t,x)) forall (t,z,w#0)eT, x N xR™

whenever p(t,z) < Az, Az > 0;
(5) asymptotically p-decreasing on 7., if all conditions of definition (1)
are satisfied with the comparison function b of class KL, i.e

v(t,z,w) < b(p(t,z),t) forall (t,z,w#0)eT, xN xR"
whenever p(t,z) < Ag, Ayq > 0.
The expression “on 7.” in definitions (1) — (3) is omitted, if all conditions
are satisfied for 7 € R.

Proposition 2.6.2 For the matriz-valued function U: Rx R™ — R™*™
to be p-decreasing on T, it is necessary and sufficient that it can be rep-

resented as
(2.6.5) v(t, z,w) = wU_(t,z)w + b(p(t, x))
o for p(t,z) <As and (t,z,w#0)€T, x N x R™,

where U_(t,x) is negative semi-definite on T, matriz-valued function and
function b is of class K.

The proof is similar to the proof of Proposition 2.6.1 with the function
wrU- (ta x)w = ’U(t, €, w) - b(p(tv .’E))

Definition 2.6.3 The matrix-valued function U: R x R™ — R™*™ is
(1) radially p-unbounded on T, if for p(t,x) — 400

v(t,z,w) — oo forall te€ T
(2) radially p-unbounded, if for p(t,z) — +oo
v(t,z,w) — +oo forall t€7, forall 7€R.
For the measures p(t,z) and po(t,x) taking values from the sets M
and M respectively the notions below are the generalizations of property

of Movchan’s metrices (cf. Movchan [1], and Lakshmikantham, Leela, and
Martynyuk [1]).
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Definition 2.6.4 Let pg,p € M. We claim that

(1) the measure p(t,x) is continuous with respect to the measure po(t, x),
if there exist a constant J; > 0 and a comparison function ¢ € CK
such that

p(t,x) < o(t, po(t,x))

whenever po(t,x) < d1;

(2) the measure p(t, z) is uniformly continuous with respect to the mea-
sure po(t,x), if in definition (1) the comparison function ¢ € K,
i.e. ¢ does not depend on t;

(3) the measure p(t,z) is asymptotically continuous with respect to the
measure po(t, ), if there exist a constant d2 > 0 and a comparison
function ¢ € KL such that

p(t,$) < w(t,po(t,f))
whenever po(t,x) < da.

We return now to the system (2.2.7) and assume that the operator (2.2.9)
is contractive for all (P,S) € P x S. The solution z(t;t9,2z0) of system
(2.2.7) is designated by z(t) and its dependence on (P,S) € P x S is taken
into account.

Definition 2.6.5 System (2.2.7) is

(1) (po, p)-stable on P x S, if for every to € 7; and ¢ > 0 there exists
a positive function §(tg,e), continuous in tg for each ¢ so that for
po(to, xo) < ¢ the inequality p(t,z(t)) < e holds for all ¢ € 7y and
all (P,S) eP xS;

(2) (po, p)-attractive on P x S, if for any t9 € 7; and any ¢ > 0
there exist A(tg) > 0 and 7 = 7(to,%0,¢) € [0,+0c) such that
for po(to,x0) < A(to) the inequality p(f,z(t)) < ¢ holds for all
t € (to + 7,00) when all (P,S) € P x S;

(3) asymptotically (po, p)-stable on PxS, ifitis (po, p)-stable on PxS
and (po, p)-attractive on P x S.

The definitions of other types of dynamical properties of system (2.2.5)
with respect to two measures under nonclassical structural perturbations
can be formulated in terms of Definition 2.6.5 and the corresponding Defi-
nitions 1.2.1-1.2.3.

2.6.1.2 Test for stability analysis The application of matrix-valued Li-
apunov function and two measures allows one to extend the set of the
dynamical properties of the system under consideration which can be in-
vestigated by the Liapunov direct method. Moreover, it is possible to use
less strict assumptions on the components of auxiliary matrix-valued func-
tion.

Theorem 2.6.1 In system (2.2.7) let the vector-function Q be conti-
nuous on Rx Qx P xS. If

(1) the measures po and p are of class M;

(2) there exist a matriz-valued function U(t,x) and a vector w € R™
such that v(t,z,w) € C(RxSXR™, Ry) and is locally Lipschitzian
m x;
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(3) function v(t,x,w) satisfies the estimates

(a) alp(t,z)) < v(t,z,w) < b(t,po(t,z)) for all (t,x,w) €
S(p,H) x R™ or
(b) a(p(t,z)) < v(t,z,w) < c(po(t,x)) for all (t,z,w) €
S(p, H) x R™,
where a and ¢ are of class K and b is of class CK;
(4) there exists a matriz ®(P,S) such that

DFo(t,z,w)|y < eT®(P,S)e forall (P,S)€P xS,

where e = (1,1,...,1)T€R™ and (P, S):%(@(P, S)+®T(P,9));

(5) there exists a constant m x m matriz ® such that ®(P,S) < ® for
all (P,S) e P xS.
Then

(1) system (2.2.7) is (po, p)-stable on P xS, if the matriz ® is negative
semi-definite, the measure p is continuous with respect to measure
po and condition (3a) is satisfied;

(2) system (2.2.7) is uniformly (po, p)-stable on P x S, if the matriz
D is negative semi-definite, the measure p is uniformly continuous
with respect to measure po and condition (3b) is satisfied.

Proof Note that the function v (¢, z, w) determined by the formula (2.6.2)
is scalar pseudoquadratic with respect to w € R''. Therefore the property
of having a fixed sign of function (2.6.2) with respect to measure p does not
requre the p-signdefiniteness of elements w;;(¢, ) of matrix (2.6.1).
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First we shall prove the assertion (1) of Theorem 2.6.1. Conditions (1),
(2) and (4a) imply that the function v(t,x,w) is weakly po-decreasing.
Therefore there exists a constant Ag = Ag(tg) > 0 for ¢y € R such that
for po(to,l’o) < Ay

(266) ’U(to,l’o,w) S b(to,po(to,.’[o)).
Also, by condition (4a) there exists Ay € (0, H) such that
(2.6.7) a(p(t,x)) <wv(t,z,w) for p(t,z) < A;.

The facf that the measure p is continuous with respect to the measure pg
yields the existence of a function ¢ € CK and a constant Ay = Ay(tg) > 0
such that

(2.6.8) p(to;zo) < p(to, po(to,zo)) for po(to,zo0) < Ag,
where As is taken so that
(2.6.9) (p(to, Ag) < Aj.

Let € € (0,Ap) and to € R. Since the functions a € K and b € CK,
given ¢ and to, one can take Az = Az(tg,e) > 0 so that

(2.6.10) b(te, As) < afle).

We take 6(tp) = min (A1, Az, As). Conditions (2.6.6) —(2.6.10) imply
that for po(to,zo) < 0

a(p(to, z0)) < v(to, zo, w) < b(to, po(to, xo)) < ale),
from which it follows that
p(to, .’E()) < €.

Let x(t;t0,z0) = x(t) be a solution of system (2.2.7) with the initial
conditions for which pg(tg, zo) < 0. Let us verify that under conditions of
Theorem 2.6.1 the estimate

(2.6.11)  p(t,z(t)) <e forall t>t; andforall (P,S)eP xS

holds true.
Assume that there exists t; > ty such that

p(ti,z(t)) =e and p(t,z(t)) <e, tE€to,t1),
for the solution z(¢) with the initial conditions pg(tg, o) < ¢. Condition

(3) and the fact that the matrix ®(P,S) is negative semi-definite in the

o~

domain S(p, H) imply that the roots A\; = A\;(®(P,S)) of the equation
(2.6.12) det [® — AE] =0

~

satisfy the condition \;(®(P,S)) < 0, ¢ = 1,2,...,m, in the domain
S(p, H). Therefore

D*v(t,x,w)|(2_2.7) < eTEI;(P, Sle<0 forall (P,S)ePxS
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and for all ¢ € [tg,t1]. Hence it follows that

a(e) = a(p(ti, z(t1))) < v(t,z,w) < v(to, T, w)
< b(to, po(to, T0)) < a(e).

The contradiction obtained shows that the assertion t; € [to, +00) is false.
Consequently, system (2.2.7) is (po, p)—stable on P x S.

The assertion (2) of Theorem 2.6.1 is proved in a similar manner. Be-
sides, it is taken into account that condition (4b) is satisfied and the measure
p is uniformly continuous with respect to the measure py, and the value §
can be taken independent of ¢y € R (ty € 7;). Hence, system (2.2.7) is
uniformly (pg, p)—stable on P x S.

The assertion below is an analogue of the Liapunov’s theorem on asymp-
totic stability in the framework of stability investigation of system (2.2.7)
with respect to two measures.

Theorem 2.6.2 In system (2.2.7) let the vector-function Q be conti-
nuous on Ry x Qx P xS. If

(1) the measures pg and p are of class M;

(2) there exist a matriz-valued function U € C(R x S, R™*™) and a
vector w € R such that the function v(t, z,w) is locally Lipschitz-
ian in © and satisfies estimates

a(p(tx)) < U(t7 €, w) < C(po(tl‘))
for all (t,z,w) € S(p,H) x R, where a,c€ K;
(3) there exists a constant m x m—matriz B(P,S), such that

Dt w(t,z,w) <uTB(P,S)u forall (P,S)€P xS

where u™ = (pg)>(t,2), ..., pone (t,x)) and pol(t,7) = spy/* (¢, ),

s=1,2,....,m;
(4) there exists a constant m x m-matriz B such that

B(P,S) = %(B(P, S)+ BY(P,S))<B forall (P,S)eP xS.

Then system (2.2.7) is uniformly asymptotically (po, p)—stable on Px S,
if the matriz B is negative definite and the measure p is uniformly conti-
nuous with respect to the measure pg.

Proof Condition (2) of Theorem 2.6.2 implies that for the function
v(t,z,w) =w Ut x)w, weRY
the constants 0 < Hy < H and Ay > 0 exist so that
a(p(t,z)) <v(t,z,w) forall (t,z,w)e S(p,Ho)x R}
and

v(t,z,w) < b(po(t,x)) for po(t,z) <Ay, weRT.
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Having compared the conditions of Theorem 2.6.1 and those of Theorem
2.6.2 we conclude that system (2.2.7) is uniformly (pg, p)—stable on P x S.
Hence it follows that for e = Hy one can take A; = A;1(Hp) so that the
inequality p(t,z(t)) < Hp holds true whenever po(to,zo9) < A; for any
solution z(t) = z(t;tg, xg) of system (2.2.7).

By condition (3) of Theorem (2.2.6) we have

DYu(t,z,w) < uTB(P,S)u < Ay (B)u"u

(2.6.13) w(B)S posltix) forall (P.S)ePxS.

Since the matrix B is symmetric and negative definite, A\ps(B) < 0. The
measure pq is of class M, so there exists a function ¢ € K such that

(2.6.14) Y(po(t, z) z:pos (t,z)
Therefore
(2.6.15) DFo(t,x,w) < =Ar(B)Y(polt, z))

for all (t,z,w) € S(p,H) x R} and for all (P,S) € P xS.

~
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Further for arbitrary 0 < ¢ < Hy we take d = §(¢) being the same as in

the definition of uniform (pg, p)—stability. Assume that po(tg,z) < 6* =
min {Ag, A;} and take

b(6*)

“ @) T

T(e)
where A\js(B) is the maximal eigenvalue of the symmetric matrix B(w) and
the function 1) is of class K. We shall prove uniform asymptotic (pg, p)—
stability on P xS of system (2.2.7), if we make sure that a t* € [tg, to+ 7]
exists such that

(2.6.16) po(t*, 2(t*)) < 6.

If this is not true, then there exists a solution xz(t) = x(¢;to, xo) of system
(2.2.7) with local values po(to,zo) < §* for which

(2.6.17) polt,z(t)) =6 for all t* € [to, to + T.
We have from (2.6.16)
(2.6.18)
to+T
M (B) / Blpo(s, 2(s))) ds < vlte, z0,w) < b(po(to, z0) < b(6").
to

In view of (2.6.16) we have from (2.6.13)

to+T
(2.6.19) A (B) / V(po(s,z(s))) ds > A (B)y(0)T > b(6™)

to

for the above choice of T'. Inequality (2.6.19) contradicts inequality (2.6.18).
This proves Theorem 2.6.2.

Remark 2.6.1 The further development of stability theory of nonlinear
systems under nonclassical structural perturbations with respect to two
measures (po,p) is associated with the construction of the matrix-valued
functions which satisfy the conditions of sign-definiteness with respect to a
given measure. In the investigation of the dynamical properties of system
(2.2.7) it is reasonable to consider the following measures;

(1) in the investigation of stability of the state 2 = 0 in the sense of
Liapunov the two measures py and p are taken as follows: p(t,x) =
[2] and po(to,zo) = [[zol[;

(2) in the investigation of stability of the prescribed motion xg(t) of
system (2.2.7) the two measures are taken as p(t,x) = po(t,z) =
[l — o (B)];

(3) in the stability investigation of the zero solution of system (2.2.7)
with respect to a part of variables the two measures are taken as
p(t,x) = ||zlls, 1 <s <n, and po(t, ) = [lz[;

(4) it T, =R, p(t,x) = po(t,x) = ||z|| + o(t), where o is of class L,
then Definition 2.6.5 (a) characterizes stability of the asymptotically
invariant set {0};
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(5) let AC R™, T, =R and p(t,x) = po(t,z) = d(x, A), where d(z, A)
is the distance from the set A to the point x. Then the two given
measures characterize stability of the invariant set A;

(6) let AC BCR", 7,=R and p(t,z) = d(x,B), po(t,z) = d(x, A).
Then the two given measures characterize stability of the invariant
set B with respect to the set A;

(7) let the k-dimensional integral manifold M of system (2.2.7) contain
the point = 0 and the vector-function Q(t,z, P,S) =0 for =0,
and also 7, = R, p(t,z) = po(t,z) = ||z|lntr + d(z, M). Then
the two given measures are characteristics of conditional stability
of the state x = 0 of system (2.2.7) under nonclassical structural
perturbations;

(8) let system (2.2.7) have a periodic solution and C be a closed orbit
in the phase space. If p(t,z) = po(t,xz) = d(x,C) and T; = R,
then the two given measures are characteristics of orbital stability
of the periodic motion under nonclassical structural perturbations.

2.6.2 Large-scale power systems In this Section, besides the general
notation used throughout the book, the following symbols will be used (see
Gruji¢, et al. [1])

N is a number of system’s generators (or machines);

n, n =N —1, contrary to the previous Sections n does not denote here
the dimension of system’s state;

Aij = EiE;Y;

D, is a mechanical damping coefficient of the i-th generator;

D;; is an electromagnetic damping coeflicient between the i-th and j-th
generators;

E; is a modulus of the i-th generator’s internal electromotive force (volt-
age);

k; = M[l;

M; is an inertia coefficient of the i-th generator;

P,,; is a mechanical power delivered to the i-th generator from its tur-
bine;

P,; is an electrical power delivered by the i-th generator to the network;

Pmi 18 a variation of the mechanical power of the i-th generator;

PV . is a steady state value of P,;

pY . is a steady state value of p,;

Pi = Pmi — p?,”»;

Piy =DP; — Pns

Y is an admittance matrix of the network reduced at the internal gen-
erator nodes;

Y;; is a modulus of the ij-th element of Y, Y;; = Y};;

ai,ui_l is a gain of the first order proportional regulator of the i-th

generator;
Bij = A MY
Li=Xi+Ani + 20 Aijs
=1

J#i
d; is a rotor angle of the i-th generator relative to a reference;
dij = 0; — &3
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89 is the equilibrium under consideration of the i-th generator;

5?N is a value of §;n at the equilibrium state;

0;; is an argument of the ij-th element of Y, 0;; = 0;;

A = DiMi_l, if \; =\, constant for i =1,2,...,N;

A is a “uniform” (mechanical) damping;

)\ij = DijMi_l;

Aij = /\ij _)\Nj fOI‘ all 1= 1,2,...,71;

Ani = AN — Ai + Ain;

H; !is a time constant of the first order proportional speed regulator of
the i-th generator;

oin = din — O0n;

0ij = Oi;N — OjN;

Q; is a rotor speed of the i-th generator above the synchronous speed:
Q; = dy;

QY is the value of Q; at the steady state operation called “equilibrium
state”;

Qij = Qz — Qj;

w;, =8, — Q??

wij = W; — wj.
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According to Shaaban [1], Shaaban and Grujic [1], and Grujic, et al. [1],
pp- 341-345, an N-machine power system is decomposed into subsystems,
each consisting of two machines in addition to the comparison machine. The
system is decomposed into (N — 1)/2 interconnected subsystems for odd
number N. When considering transfer conductances, mechanical damp-
ing, electromagnetic damping and speed governor action, the mathemati-
cal model of the system is derived, and it is decomposed into (N —1)/2
sixth-order and one second-order interconnected subsystems. If N is even,
then the system is decomposed into (N —2)/2 sixth-order, one third-order
and one second-order sybsystems.

In this section N is odd, without loss of generality. The system

dos N N
T —Aiw; — ;)\ij(wi —wj) + ki (pi - ;Aij¢ij>7

dp;
dt

(2.6.20)

= —HiPi — QWi i=1,2,...,n, N:’I’L+17

is decomposed into (N — 1)/2 interconnected subsystems, each consisting
of two machines and the comparison machine, using the triplewise decom-
position. It is to be noted that none of the system machines (except for the
comparison machine) can be included in more than one subsystem.

Now, by introducing the set J; = {i;, i + 1} and defining the state
vectors x7 and x as follows:

T
xr = [0i,N,0i;+1,N, Wi, N, Wi, +1,N, Pi; Ny Piy+1,N]
T
(2.6.21) = [x11, Tr2, 13, T14, T15, T16]

ry = [wn, Py]T = [on1, zn2]h,
we can decompose the system mathematical model
(26.22)  x=[o1N, w1, P1, 02N, W2, P2, -, OnN, Wn, Pns WN, PN

into s = (N —1)/2 sixth-order interconnected subsystems and the second-
order interconnected subsystem, which has the general form

d
(2.6.23) % = Pyay + hy(z),
where .
—Qy MKy

and

N-1

hy = Z {ANjij - sz_/lANj¢Nj(UNj)}
j=1
0

Each of the sixth-order subsystems may be written in the general form

d
(2.6.24) % = Prug + Brfi(or) + hi(z) for I=1,2,....m,
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and it can be decomposed into the free (disconnected) subsystems given by

dx
(2.6.25) d_tI = Prx; + B]f](O’]),
where
(2.6.26) or=Cla; for T=1,2,....m

and the interconnections hy(x).

In (2.6.25), the matrices P;, By and C’IT are constant matrices, and
fr(or) is a nonlinear vector function. Referring to (2.6.22), we can define
the matrix Pr as

0 0 1 0 0 0
0 0 0 1 0 0
00 Iy A M*' 0
(2.6.27) P = ) - ! )
00 A Ty 0 M,
0 0 — O 0 — i 0
00 0 —aipy1r 0 —pippa

Assuming that the free subsystem (2.6.25) contains the six nonlinarities

given by

(2.6.28)
¢r1(o1) = cos(oi,N + 0 x — 0i;n) — cos(6;, y — Oin),
¢12(012) = cos(0i; 11,8 + 07,41 § — Oiy+1,8) — €08(6;, 11 8 — Oiy+1,N),
b13(013) = c08(0ipir+1+ 05y i1 — Oipig+1) — €08(07, 41 — igig+1)s
bra(o14) = c08(0i; 41,6, + 05,41, — Cir+1,i,) — €08(67, 41,4, — ig+1,ir)s
é15(015) = cos(oni; + 0y, — Oi;n) — cos(yy;, — 0i,n),
b16(016) = co8(ON,i+1 + 0% i, 41 — Oiy+1,8) — €os(0y i, 41 — is+1,N),

we can define the following matrices

f1(or) = [¢ni(on), é12(012), ¢r3(or3),

(2.6.29) .
o14(014), d15(015), d16(016)] ",

(2.6.30)
0 0 0 0 0 0
0 0 0 0 0 0

B — ~M;'A, 0 -M;'A; 0 My'A;, My'A,

B -1 — —1 17 )

0 —M;L A, 0 —ML A My'A, My'A
0 0 0 0 0 0
0 0 0 0 0 0
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1 00 0 0 O
0 1 0 0 0 O
1 -1 0 0 0 O
2.6.31 Ct =
( ) ! -1 1.0 0 0 0]’
-1 00 0 0 O
0O -1 0 0 0 O
(2.6.32)
0
0
N-1
TIENT + Ny Y {Afjwjzv
JEJI
_ Airjiri (i) | ANjON;(ON;)
M; My
hi(w) = N-1
TITN1 +N1TN2 + Z {AIjoN
J€Jr
~ Ai1,i0i41,5(0041,5) N ANj¢Nj(UNj)}
Mi; 1 My
—QJTN1 — HITN2
—QITN1 — RITN?2
L=
\ L - 4 ’\
‘ e | B y
. J:'-'ji‘”‘
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In (2.6.27)—(2.6.32) the following additional notation is used:

Aij = EiE;Yij,
A = E,,ExYi,N, A;=Ei, 1ENYi,s1n, Ar=FEi Ei;1Yi,.0,41,
0N =0 N—0yN, Oiy+1,N =0i;+1,N — 041 N>
Tiryig+1 = OiyN = Oig+1,N = Oig iz+1 = 0y iy 41
Wi N =Wj; —WN, Wi+1,N = 0i;41 — WN,
TT = AN — Nig» 71 = AN — Air41,
Ar =Ny ir+1 — ANyirt1s A= XNijv1i — Avig

Ay =Xij = Angs Ay = N4, — Ay,

N N
V=X H AN+ Y Xy =X AN+ > it
iFin i1

K1 = iy — BN, BT = [ip+1 — 1N,
ar = Qi; —QaN, O] = Q41 — ON,

nr=M; ' =My, np=M L - My

It is obvious that the state vector of the whole system is given now by
(2.6.33) r=[2l, 25, . ar ox]T

For system (2.6.24) the problem of stability is formulated as follows.
Find the conditions under which stability of the equilibrium state = = 0
of system (2.6.30) is deduced from the stability properties of the free sub-
systems

dml
(2634) EZP[.Z‘]%-B[F](O’]) forall I=1,2,...,m
and the properties of the interconnection functions.

According to the general method of investigation of the large scale sys-
tems we shall consider together with system (2.6.25) and subsystems
(2.6.34) the matrix function U(x) whose elements are defined as follows

vH(xI):x}FQHmI forall I=1,2,...,m,

(2.6.35) wry(zr, ) =} Qryxy forall I,J=1,2,....m, I#J,

vrj(xr,xy) =vyr(xr,zy) forall I=1,2,...,m, 1#J,
where Qrr = [qéﬂ], qég = qéw o, B =1,...,5, are symmetric positive
definite matrices of the order of 5 x 5; Qrs = [¢}3], a,8 =1,...,5 are

constant matrices of the order of 5 x 5.
It is easy to verify that for the functions (2.6.41) the bilaterial inequalities
(2.6.36)
M @rD) |z r|? < vrr(zr) < Aar(Qrr) |||

forall xy € Ny, I=1,2,...,m;

1/2 1/2
M @QF Qi) x|l < vrs(er, ) < AQTFQrn) | |2
for all (.r],.rJ)EN]IXNJx, I,J=12...,m, I#J

are satisfied, where \,,(Q;;) are minimal and \j;(Q;;) are maximal eigen-
values of the matrices Qyr; )\Zl\éz(Q%Q 1) are the norms of the matrices
Q1 respectively, Ny, is the neighborhood of the state z; = 0.
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For the function
T m
(2.6.37) v(z,n) =n Ulz)n, n€ RY
the estimates
(2.6.38) uTHTQHu <wv(z,n) <uTHYQHu
are valid for all z € N, C N1z X Noz X ... X Ns;, where
Q:[QIJL @:[qIJL I,J:LQ,...,TTL,
QH:)‘m(QH)a QII:AM(QII)v IJ=12...,m,
gI(]:_qIJ:_)‘}\//[2(Q’]TJ7QIJ>> I7J:1727"'7m7 I#J

For the total derivatives of functions (2.6.35) along solutions of system
(2.6.24) we get
(2.6.39)

1
() nFDvrr(an)] 650y < 2 1],
forall x5 € Nigo, I=1,2,...,m,

(b) Z’I]?D’UII(I'I)T}U(I, S) + 2 Z Z nInJDUL](I[7I’J)’(2‘6424)
I=1 I=1J=2

= ipf) + 2i
I=1 I=1 ;

for all (I[,IJ)EN[I()XNJmo, SijGGij, i,7=1,2,...,N,

m

prller(l ],
2
1

S

where pgl) and ,052) are maximal eigenvalues of the matrices

QriPr + PrQrr + A1 (S*)AT(SY),

A (8™) + A3 (S™) + Y A3, (S7) + A3f (57)

J=1
J#I

respectively; p;; are the norms of the matrices
1
3 (Asr(S™) + A3(S™) + A3 (S™) + A3;(S*) + Q1 Py
+ Py Qrs + A{;(S*) + ATJ(S") + A3 (S™) + A55(5Y).
Here S* € G;; is the constant matrix such that

Ar(S) < Agr(57), w(S) < Ay (SY),
rl=1I1J k=123;

abfl ekl 0 0 0
akl akl 0 0 0
Apr(S)=1 a4l a4 0 0 0],
afl ekl 0 0 0
a¥t ekl 0 0 0
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atkl gtk 0 0 0
aglfl ag’gl 0 0 0
u(S) = [ asi’ agf’ 0 0 0f,
albt alkt 0 0 0
atkt afkt 0 0 0
rl=1,J, k=1,2,3

The elements a”, a;-"]’-“l, i1=1,...,5, j=1,2, k=1,2,3, rn,l =1,J are

determined by means of the constants found in estimates (2.6.45).
It is easy to show that for the function (2.6.37) the estimate

T
Duv(z,n |(2624) <u'Cu,

(2.6.40)
for all =€ Ny, Si€ Gy, 4,j=1,2,...,N,

holds true, where

ut = (|l ol - leml), C=[ers], =7t

ILJ=12....m, er=p"+p% TI=12..m
cry=p15, J>I, I=12,....m, J=23,...,m,
Nzo € Nigo X Nogg X ... X Nipgo.

Sufficient conditions of asymptotic stability of system (2.6.24) under non-
classical structural perturbations are as follows.
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Theorem 2.6.3 For the large scale power system (2.6.24) let matriz-
valued function U(z) with elements (2.6.35) be constructed. If the matriz
HTQH is positive definite and the matriz C is negative definite, then the
equilibrium state x = 0 of system (2.6.24) is asymptotically stable under
nonclassical structural perturbations.

The Proof of this theorem follows immediately from the proof of Theo-
rem 2.4.1.

Remark 2.6.2 System (2.6.24) was studied earlier be means of the vector
Liapunov function. The comparison of results of the above monograph with
the approach based on the matrix-valued function shows that the aggrega-
tion matrices in both cases are of the same order. The difference between
the aggregation matrices is that in the determination of the diagonal ele-
ments of the aggregation matrix C' the matrices

(2.6.41) A3 (S%) + AgF(SY)
are added, while in the determination of non-diagonal elements the matrices
(2.6.42)  QriPsPlQry+ A{;(S™) + A{[ (S*) + A31(S*) + A3/ (57)

are required. The matrices (2.6.41) and (2.6.42) appear because of the
presence of the functions

vrg(xr,2g) =21 Qriwy,

I,J=1,2,...,m, I # J. If we allow for the fact that Q;; are only sym-
metric positive definite matrices and Qry (I # J) are arbitrary constant
ones such that A\, (HTQH) > 0, then one can “influence” the choice of
the matrix-valued function U (z) by choosing the matrices Q. This makes
possible to extend the classes of functions suitable for establishing the cri-
teria for construction of sufficient stability conditions for system (2.6.30).
Besides, the matrix C' can be constructed so that the absolute values of the
diagonal elements will be maximally large while the non-diagonal elements
will be minimal. This fact allows to get more refined results as compared
with those obtained by means of the vector Liapunov function. However
we note that for a large number of subsystems it becomes difficult on the
analytical level to choose matrices Qr; (I # J) and to verify the property
of having a fixed sign of the aggregation matrix C. In such a case it is
expedient to employ computer programmes in the direction.

2.6.3 Large-scale Lur’e-Postnikov systems In this section for the
analysis of absolute stability under structural perturbations a special Li-
apunov function is constructed in terms of matrix-valued function. This
allows to obtain new sufficient conditions for structural absolute stability
of the equilibrium state of the system under consideration.

Consider a large-scale Lur’e system decomposed into s subsystems

dzi <~ o) ~ ()
= E :Sil Ay + E :Sil a4 fuoin,
(2.6.43) i =

T .
ou=Cyx, i=1,2,... s,
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where ai_llfil(ail) € [0,ky] € R4, Aj; are constant matrices, z; € R™,
ny+ng+---+ns =n, ki are constants. Here all matrices and vectors are
of the corresponding dimensions, and Si(ll) and Sff ) are diagonal matrices.

By means of the structural matrices

o (805 s )
i = 9 2 2 2 2 ’
Sz(l) 31(2) e Si(,i)—l I Si(,i)-‘rl Sz(s)

S = diag {51, S2,...,5s},
the structural set S is determined by the formula
S={s: 0<sP <1 8" =1 i1=12.. s k=12},
where [ is an identity matrix of corresponding dimensions.

Independent subsystems corresponding to system (2.6.43) are obtained
as a result of substitution by the vector z* for z:

dx; N
(2.6.44) = A+ S0 (),
where &;; = CEat, 2t = (0T,07,...,0T, 2T, 0T,...00)T € R™, i € [1,5].

We introduce the designations

fi(z") = Ayx; + Si(iz)Qiifii(a'ii)§

£, 8) =38 Apar + > S aafalon) + S5 qulfirloii) + Fi(6));
=1 =1
I#£i I#i

gl = C;I;ZL', i€ [1,8}.

Then system (2.6.43) becomes

(2.6.45) dd? = fila®) + f1(2,9), i=1,2,...,s.

Alongside system (2.6.43) and subsystems (2.6.44) we shall consider the
matrix-valued function (2.5.2) with elements (2.5.3) for which estimates
(2.5.5) hold.

Together with function (2.5.4) its total derivative

(2.6.46) DYo(z, ) =" DU (x)y

along solutions of system (2.6.43) is considered.

Proposition 2.6.2 If for system (2.6.43) the matriz-valued function
(2.5.2) with elements (2.5.3) is constructed, then for the Dini derivatives
of function (2.5.4) along solutions of system (2.6.43) the following estimates
hold
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(a) 1/J2(D+ v“)Tfl(a:l) < p(»l)( )||.CL'||2 for all xz; € Nigo, 1€]l,s];

Zw? (D3 vii)" £7 (2, S) +2ZZW (fiz") + £ (2, 9))

=1 j=2
]>7,

+ (D3 vig) T (fi(@) + £ (2,9)) <sz NEA

+222p” el [|z;]]  for all (zi,25,8) € Nigg X Nijgy X S,
=1 j=2
>

where pgk)(S), k=1,2, i € [1,s] are mazimal eigenvalues of the matrices
V2P Aii + AL Py + PSS qiiks (cl)™ + (8P quks (ch) ™) Pl
i—1
> vt {ISED Au)™ + (S qukis (i) ™) 1P + PTISS Au
=1

+ S gk (ci)T Z bibi{PulS A + SO quikr ()] + (S Ap) T
l=i+1

+ (S22 quiki () TIPTY + 02 PiaSE quks ()T + (S qisk s (¢) )T P
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respectively; p;;(S), i <j, i=1,2,...,s, j=2,3,...,s, are norms of the
matrices

Jj—1 s
S wnl(S5 AR + (S auiki () 1Py + S (S Au)T
=1

I=j+1
i1
2 P 1 2 * j
+ (Sl(i )QZikli(Cli)T)T]Pﬁ + Z ¢i¢lpl?[sz(j )Alj + Sl(j )Qijlj(CZj)T]
=1

S . ) 1
+ ) it Py [Sz(jl)Alj + SZ(J-Q)szkzj(C?j)T] +3 1/}3{Pii(5i(j1)Aij)
l=i+1
17 3 3

+ Pi(S quks (ch)™) + (S('Q)qqqk;ki(czji)T)TPii}

(2

+ (S5 Aig) P + PSS qiiki (1)) + (S5 ik (L)) T Py

1 * 7
+s ¢?{Pji(5§3)f4ﬁ) + (S50 43T Pyi + Py (ST sk i (ch)™)

Ji

2 P 2 ® (0 2 * (0
(S k()T Py + Pig (S5 a3k (ch)™) + (S5 a3k (¢4) ™) P }

respectively. Here

k* o kij fOT’ O'ij(Si(f)qij)TPijIj >O7 ’L',j: 1,2,...,5; k:LQ'
7 0 in other cases;

o — ki for O'ii(si(iQ)Qii)T-Piimi >0, 2=1,2,...,s;
" —ki; fOT’ o“(Sl(f)q“)TP“:zzl <0, 2=1,2,...
cfj € R™ is the k-th component of the vector c;j.
Estimate (a) is proved by transformation of the left-hand part of (a).
Namely,
V2 (DF i)t fi(a?) = P {a] Pawi + o Padi}
= X {[Auz; + S;E)Qiifii((}ii)T}Piixi + 2l Py[Air; + S;E)Qiifii((})]
< (W7 [PiAi + APy + PMSS)CIMC:}(CZ)T
2 * 7 1
(S qukii(eh) ) Palyai < p{V () i
for all z; € Nig,, i € [1,s].
Estimate (b) is proved in the same way as estimate (a).

Proposition 2.6.3 Let all conditions of Proposition 2.6.2 be satisfied.
Then for expression (2.6.46) the inequality

(2.6.47) D*v(z,v) <u Cu for all (x,5) € Ny, x S,

is satisfied, where C = [c;j], 4,7 € [1,8], cii = pl(_l)(S*) +p§2)(S*)7 Cij =
cii = pi;(S*), (1 # j) € [1,s], S* € S is a constant matriz such that
p(8) < pV(57). pig(S) < pig(57), k=1.2.

Proof When all conditions of Proposition 2.6.3 are satisfied, we have

DV o(x,) £ T [DV vy (i, 2)lh =Y 0F (D Vv ()" (fia') + £7 (2, 9))

i=1
+2) Y (D vig (i, )" (fila') + f (2, 5))
i=1 j=2
J>1
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S

<N (8) + 7 ||xz||2+zzzpw EARER
=1 =1 j=2
>
S 1 . 2 . S S .
<SS + PP (SNl +2 37 0 (87 il 1 |
i=1 i=1 j=2
>
= callwl? + 2303 el ] = v Cu
i=1 i=1 j=2
Jj>i

for all (z,s) € Ny, x S. QED.

Basing on the obtained estimates for the matrix-valued function the
following result is stated.

Theorem 2.6.4 Let the motion equations of large-scale Lur’e system
(2.6.43) be such that for them the matriz-valued function (2.5.2) is con-
structed with elements (2.5.8) and for derivative (2.6.46) estimate (2.6.47)
is satisfied. If

(a) matrices A and B in estimate (2.5.5) are positive definite;

(b) matriz C in estimate (2.6.46) is negative definite on S,

then the equilibrium state x = 0 of system (2.6.43) is uniformly
asymptotically stable on S.

Moreover, if Nz = R™, then the equilibrium state x = 0 of system
(2.6.43) is uniformly asymptotically stable in the whole on S.

Proof If estimates (2.5.5) are satisfied, then under condition (a) of The-
orem 2.6.4 the function (2.5.4) is positive definite and decreasing on N;,.
Estimate (2.6.47) and condition (b) of Theorem 2.6.4 imply that the ex-
pression DT v(x,1))|(2.6.43) is negative definite on Ny, x S.

These conditions are sufficient for structural uniform asymptotic stability
of the equilibrium state = 0 of system (2.6.43) on S.

In the case N = R™ function (2.5.4) is positive definite decreasing and
radially unbounded. This together with other conditions of the theorem
proves its second assertion.

Remark 2.6.1 Theorem 2.6.4 remains valid, if the matrix A is condition-
ally positive definite and the matrix C' is conditionally negative definite.

Ezample 2.6.1 Let system (2.6.43) be the fourth-order system of Lur’e
type decomposed into two interconnected second order subsystems defined

by the vectors and matrices
0 5 0
-5 ) A21 - ( 1 5 ) )

(2.6.48)
-5
1
A22:<061 01) < ) qgl:(o(.)l)’

-3 0
Anz( 0 _3) A12—(
ci; = (0.1; 0; 0.1; 0), c3;=(0.1; 0; 0; 0.1), ky=1, i,l=1,2;
SY =1, 8 =s;I, i,j=12 I=diag(l1).

Here s;;: [—00,400] — [0, 1] is a structural parameter.
The structural set S is determined as follows

S={s: 8 =1, 0<8Y <1, ij=12}

Download free eBooks at bookboon.com



For the elements of matrix-valued function (2.5.2) taken in the form

vii () = 2} Te, i=1,2;

1)12(5(11,1‘2) = ’1)21(5(}1,1[}2) = x’ll‘ 0.1]1‘2,

the estimates

vii(z) > |Ja|)?, i=1,2

vig(21,29) > —0.1 ||z || |||

are satisfied. Let ¥T = (1,1), then the matrix A corresponding to the
matrix A in estimate (2.5.5)

i 1 —0.1
A_<—0.1 1)

For this choice of the elements v;;(-), 4,5 = 1,2, we have

is positive definite.

(1) for & =0: p{(8) = =6, p§”(S) = 0.2, p{Y(S) = 1.1 +0.02 51,
P2 (S) = —0.9 + 0.02 a2, p12(S) = 0.29;

(2) for kf =k; =1: p{"(S) = =6+ 0.02 511, pS”(S) = 0.2+ 0.01 Sap,
P2 (S) = 1.1+ 0.02 811 4 0.001 Sa1, p$?(S) = —0.9 4 0.001 Sy +
0.02 S22, p12(S) = 0.2940.011 Sy1+0.01 S5+ 0.005 Sp1 40.007 Sao.

The matrix C corresponding to the matrix C in estimate (2.6.47) has

the form
—4.88  0.29
for ki =0;
o 0.29 —0.68
B <—4.859 0.323)

for kf =k; =1
0.323 —0.669

K3
and is negative definite.
Thus, all conditions of Theorem 2.6.3 are satisfied and the equilibrium

state x = 0 of system (2.6.43) with vectors and matrices (2.6.48) is struc-
turally asymptotically stable in the whole on S.

2.7 Notes and References

Section 2.1 Mathematical methods of investigation of continuous large scale
systems in the absence of structural perturbations are presented in the well-known
monographs. The known defects of the stability criteria obtained in terms of the
Liapunov vector functions (see Piontkovskii and Rutkovskaya [1], and Martynyuk
and Slyn’ko [1]) impelled many investigators to develop other approaches for
qualitative analysis of motions of large scale systems. The method of Liapunov
matrix-valued functions is one of them (for the details see Martynyuk [13,17]).
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Section 2.2 In the description of the adopted model of nonclassical structural
perturbations we proceed from the fact that the architecture of complexity and/or
multidimensionness of a real system presumes the evolution from “simple” to
“complex” (see Simon [1], Levins [1], Bronowski [1], etc.) with the stable structure
on each hierarchical level. In other words, the dynamics of free subsystems (2.2.3)
is a prototype of the dynamical properties of the interacting subsystems (2.2.2)
and the whole system (C). That is why system (2.2.5) and system (11) from
the monograph by Gruji¢, et al. [1], pp. 157160, are similar in their form but
different in their content. Namely, system (2.2.5) is a result of mathematical
composition of the individual subsystems (2.2.3) for a given model of nonclassical

structural perturbations. For Remarks 2.2.1 and 2.2.2 see Grujic et al. [1].

Section 2.3 The estimates for the class of Liapunov functions applied in this
section were obtained by Martynyuk and Miladzhanov [1,2]. In this section some

results of Krasovskii [1], and Djordjevié¢ [1] were used.

Section 2.4 This section is based on the results by Martynyuk [6], Martynyuk and
Miladzhanov [1—-3], Martynyuk and Stavroulakis [1,2], and Miladzhanov [1,2].
Definition 2.4.1 is based on some results of Liapunov [1], Chetaev [2], and Sil-
jak [1-3] (see and cf. Grujic et al. [1], pp. 160, and Martynyuk and Miladzha-
nov [1,2]).

Section 2.5 The results of analysis of large scale linear system are new. Alongside
the results obtained in Section 2.4 some results by Djordjevié¢ [1] are applied.

Section 2.6 The results of Sections 2.6.1 and 2.6.3 are new as referred to the
application of matrix-valued function and two measures in the investigation of
stability of nonlinear system under nonclassical structural perturbations. Some
results in the direction were presented in the paper by Martynyuk [8]. The anal-

ysis of stability with respect to two measures of nonlinear systems without struc-
tural perturbations in terms of matrix-valued function was carried out by Mar-

tynyuk and Chernienko [1]. The investigations of motion stability with respect
to two measures by means of scalar Liapunov function were summarized in the
monograph by Lakshmikantham, Leela, et al. [1], Lakshmikantham and Liu [1].

The mathematical model of energy system studied in Section 2.6.2 was investi-
gated earlier by means of scalar (see Ribbens-Pavella [1,2]) and vector Liapunov
functions (see Grujic et al. [1], Voronov and Matrosov [1], etc.). The results ob-
tained via the application of matrix-valued function in the investigation of this
model are presented according to Martynyuk and Miladzhanov [7].

The results for large-scale Lur’e-Postnikov systems under nonclassical struc-

tural perturbations are new.
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3

DISCRETE-TIME LARGE-SCALE SYSTEMS

3.1 Introduction

An important place in the investigation of stability of discrete systems
belongs to the Liapunov direct method, which is a natural generalization of
the Liapunov direct method for continuous systems. Various generalizations
of the Liapunov method for large scale discrete-time systems are based on
the use of a scalar, vector or auxiliary matrix-valued function

The aim of Chapter 3 is to establish tests for the stability of an equi-
librium state of large scale discrete-time systems under nonclassical struc-
tural perturbations by using the matrix-valued Liapunov function. As in
the continuous case (see Chapter 2) we consider two general statements of
the problem, i.e. Problem Dy and Problem Dg.

The presentation of the main results of the chapter is arranged as follows:

Section 3.2 provides a description of the composition of large scale dis-
crete system for the given connectedness model.

Section 3.3 deals with a description of the classes of matrix-valued func-
tions applied in the investigation of stability-like properties of discrete sys-
tems. Also general theorems on stability under nonclassical structural per-
turbations in terms of existence of auxiliary matrix-valued function are
presented here.
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In Section 3.4 various sufficient stability conditions are set out for the
system of equations under consideration within the framework of solution
of Problems Dy and Dg.

In Section 3.5 the efficiency of the applied approaches is analysed; the
approaches are based on three classes of auxiliary Liapunov functions in
the estimation of robustness boundary of uncertain linear system. It is
shown that the application of the heirarchical Liapunov functions yields
the widest estimates for the norms of the matrices describing uncertainties
in dynamical system.

3.2 Nonclassical Structural Perturbations in Discrete-Time
Systems

The object of investigation in this chapter are the models of real systems
and/or processes whose mathematical description is made by the systems of
the first order ordinary difference equations under nonclassical structural
and/or parametric perturbations. For the class of systems (subsystems)
under consideration the notations D and D; are used respectively and the
following hypotheses are adopted.

H;. The time-discrete system D consists of m interacting subsystems
D;, each of the subsystems is described by the subsystem of the first order
ordinary difference equations whose order is not changed on the interval of
motion investigation of this system.

H,. Parametric and/or external perturbations of system D are charac-
terized by the matrix P = (pi,pa,...,pL)T € R™X4 as in the continuous
case. The set of all the matrices addmissible for the given system is desig-
nated by

(3.2.1) P={P: P <P(r)<P, 7€N}.

Here P, and P, are the prescribed constant matrices.

Hj. The family F of vector-mappings (f% f2 ..., f) is determined,
fF: Nt x R" x R®*7 — R™ where N is a real number, fF: Nt x R™ x
R4 - R forall k=1,2,...,N,i=1,2,...,m, ni4+no+---+n, =n.

H,. The dynamics of the i-th interconnected subsystem D; in system D
is described by the finite-dimentional first order ordinary difference equa-

tions
(322) $1(7+1) :fi(7—7w(7_)7pi)v i:1,2,...,m,
where z; € R, fi € Fi={ft (2, ... fN}, o= (@21, xf ... 2F)T

It is assumed that f;(7,0,0) =0 for all T € NI .

The number N in the definition of the families 7 and F;, ¢ = 1,2,...,m,
and the variations of the exponent k& = k(7) on the set N = {1,..., N},
k(1) € N for all 7 € NI, describe structural changes in system (3.2.2).

Hs. The dynamics of the i-th isolated subsystem D; in system D is
described by the finite-dimensional first order ordinary difference equations

(3.2.3) (T4 1) =gi(r,z;), i=1,2,...,m,
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where z; € R™, and the functions g;: NI x R™ — R™ are determined
by the correlations

gi(T, ;) = fi(T, zt 0), i=12,...,m.

It is assumed that g;(7,0) =0 for all 7 € N.

Similarly to Section 2.2 the dynamics of the whole system D can be
described in terms of systems (3.2.2) and (3.2.3) by the systems of the first
order ordinary difference equations

(3.2.4) (T + 1) = gi(m, ;) + Si(T)hi(T,2,p:), i=1,2,...,m,

where S;(7) is a structural matrix of the i-the subsystem S;: NI —
RmXNni, hz N:_ x R™ x R1><q —)RNM,
Setting

g:(gif’”.?g;l;)T, h:<h?’th)T

and taking into account the designations from Section 2.2, one can present
system (3.2.4) in the vector form

(3.2.5) z(r+ 1) =g(r,z(1)) + S(7)h(r, z(7), P),

where z € R", g: Nt x R® — R" h: N} x R" x R™*1 — R" S(r) is
the structural matrix of system D.

Further we assume that the system (3.2.5) satisfies the existence and
uniqueness conditions for a solution z(7; g, o) of equation (3.2.1) for any
9 € R™, 19 >0, and 7 € N*. Moreover, z(to; xo,%9) = Zo-

Assume that g(7,z(7)) = 0 for all 7 € N* and P € P if and only
if z(r) = ., i.e. the state x(7) = z. is the unique equilibrium state of
system (3.2.5).

Remark 3.2.1 The discrete analogue of system of differential inequalities
(2.2.10) for system (3.2.5) is the system of difference inequalities of the form

(3.2.6) T™(1,2(7), P, S) < x(t +1) < TM(7,2(7), Py, S).

Here T'(r,z(7),P,S) = g(r,2(7)) + S(t)h(r,2(7),p), T™: NI x R™ x
R™4 xS — R, TM: N* x R" x R"*9x 8 — R", 7€ NT.

By definition of the set P for all (1,2, P,S) € N x R x P x S the
ineqiality

T™(7,2(7), P, S) < TM(1,2(7), P2, S).

is fulfilled.

The vector-function x(7) determined on NI = [19,+00) N N is called
the solution of inequality (3.2.6), if

T7n(T’X(T)’P1aS) < X(T + 1) < TA{(T7X(T)7P27S)

for all 7€ NT.
Since

T"(1,2(7), P1,S) < T(1,2(7), P, S) < TM(T,I(T),PQ,S)

for all (7,2, P,S) € NI x R" x P x S, every solution of system (3.2.5) is
the solution of inequality (3.2.6).
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3.3 Liapunov’s Matrix-Valued Functions

The properties of the stability of discrete-time systems under nonclassical
structural perturbations can be determined in accordance with the defini-
tions from Sections 1.2 and 2.2.

The solution of the problem concerning the stability of a large scale
discrete-time system under nonclassical structural perturbations is based
on the natural extension of the theory of the Liapunov direct method on
the basis of the matrix-valued function.

Therefore, along with system (3.2.5) we consider the matrix-valued func-
tion

(3.3.1) U(r, (7)) = [vij(r,z())], 4,5 =1,2,...,m,
which we use to construct the function of class SL (see Section 1.2)
(3:3.2) v(r,a(r),9) = ¥ U (r,2(r),

where ’(/} = (’(/}17’(/}27"'7¢m>T7 ’(/}7, # 0,i=12,...,m.
We note that if ¢y = J = (1,1,...,1)T € R™ the function (3.3.2) be-
comes

m

(3.3.3) v(t,z(7)) = Z v (1, 2(7)).
ij=1
For the first differences of the matrix-valued function (3.3.1) and scalar
function (3.3.2) along the solutions of system (3.2.5) we introduce the no-
tation

(3.3.4) AU(7,2(7)) = [Avij (1, 2(7))], 4,7=1,2,...,m,
(3.3.5) Av(r,z(7)) = YTAU (1, (7)),

where the first differences of the functions v;; (7, z(7)) relative to (7,z(7)) €
N} x N are determined in accordance with Section 1.3.

Definition 3.3.1 The matrix-valued function U: NI x R"* — R™*x™
is called
(1) Liapunov matriz function (LMF) of the S() type if
(a) the MF U(7, (7)) is positive definite and decreases on N, xN;
(b) the MF AU (7, z(7)) is nonpositive on Nt x N/, for any (P, S) €
P xS and AU(7,0) =0 for all 7€ NT;
(2) an LMF of the AS(v) type if
(a) the MF U(7, (7)) is positive definite and decreases on N," x\;
(b) the MF AU(7,z(7)) is positive definite on N x N, for any
(P,S) € P xS and AU(7,0) =0 for all 7€ N;
(3) an LMF of the NS(¢) type if
(a) the MF U(7,x(7)) is positive and bounded in the domain
v(1,z(1),v) > 0;
(b) the MF AU(7,z(7)) for all 7 € N7 is positive definite in the
domain v(r, 2(7),¥) > 0 for at least one pair (P,S) € P xS
and AU(r,0) =0 for all 7€ N.

Theorems on the stability of discrete-time systems on the basis of the
matrix-valued function (3.3.1) and its first difference (3.3.4)—(3.3.5) are
generalized in the following form.
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Theorem 3.3.1 For the state x(1) =0 of system (3.2.5) to be stable
(uniformly) on P x S it is sufficient that matriz-valued function U: N1 x
N — R™*™ of the S(v) type to exist for any natural m.

Proof When the conditions of Theorem 3.3.1 are satisfied, so are the
inequalities
v(r,z(7),¥) >0 and Av(r,z(7),¥) <0

for z € B, ={x € R™: ||z|| <n} and for (P,S) € P x S.

Suppose that ¢ € (0,n) is given. We denote [ = min {v(r,z(7),¢):
llz|| = e}. The quantity [ is positive, as the minimum of a positive function
on a compact set, that function being continuous in discrete time. Suppose
that G = {z € R™: v(r,z(7),v) < 1/2} and Gy is a bound subset of G,
containing = = 0. Clearly, the sets G and Gg are open. If zy € Gy, then

Av(r,x0,9¥) <0 forany (P,S)eP xS

and

o(r+1, a7 +1), ) < o(r20,8) < 5

and, therefore, 2o € G. Since v(T,z(7),®) is a continuous function, there
exists a & > 0 such that Bs C Go. Therefore, if g € Bs, then 2y € G
and z(7;t0,z0) € Go C Be, for any (P,S) € P xS. The theorem has thus
been proved.
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Theorem 3.3.2 For the state x(1) = 0 of system (3.2.5) to be asymp-
totically stable (uniformly) on P x S it is sufficient that a matriz-valued
function U: Nt xN — R5*¢ of the AS(v) type to exist for any natural m.

Proof Since all the conditions of Theorem 3.3.1 are satisfied, the state
z(7) =0 is stable for any (P,.S) € P x S. From the fact that the matrix-
valued function U(7,z(7)) is a function of class AS(v) it follows that
there exist functions xp € K for every k = 1,2,...,m, and matrices

G(P,S) € P xS (Amax(G) < 0) such that

Av(r,a(r),9) < X (l=(n)DGxll=(n)]),

or

Av(r, (1), %) < =Amin(G)X (D) x|z (7)),

for all (P, S) € P xS, where x([lz()[]) = Ccx(lz(D)D), -, xm (l=(T)I)T.
Since xi € K, there exists a function ® € K such that

e([lz(m)) = x Uz (m) ) x(l=(r)])

and, therefore,

Av(7,2(7),¥) < =Amax(G)2([Jz(7)[]), z(7) =0,
for all z(7) € B. and all (P,S) € P x S. Therefore, the equilibrium state
z(7) =0 is uniformly asymptotically stable on P x S.

Theorem 3.3.3 For the state x(7) = 0 of system (3.2.5) to be unstable
on PxS itis sufficient for a matriz-valued function U: Nt xN — R™*™
of the NS(v) type to exist for any natural m.

Proof Suppose that a matrix-valued function of the NS(¢) type exists
for system (3.2.5). We shall prove that then the zero solution of system
(3.2.5) is unstable. We conduct the proof by contradiction. Suppose that
the state z(7) = 0 of system (3.2.5) is stable. We choose the quantity
€ > 0 such that for the function

A’U(T, :C(T), 1/)) = 1/)TAU(77 .’E(T))’l/}

with @ € B = {x € R™: ||z| < e} \ {0} in the domain v(r,z(7),¢) > 0
the inequality

(3.3.6) Av(r,a(r),¢) = o ([la(r) ) Ha([lz(T)D),

is satisfied; here of(||z(7)||) = (a1 (||z(7)]]), - - - s am(||z(7)])) and H(P,S) >
H, His m x m matrix and Apin(H) > 0 for at least one pair (P,S5) €
P x S. Here af € K for every k=1,2,...,m.

Since the functions «j € K, there exists a function k € K:

([l < @ (lz(r))a(llz(r)])
such that
(3.3.7) Av(7,2(7),¥) 2 Amin (H)&([[z(7)]]),

in the domain v(7, z(7),v) > 0.
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According to the assumption that the state z(7) = 0 of system (3.2.5)
is stable on P x S for any ¢ > 0 we can prove that § = §(¢) > 0 so that
2o € Bs = {x € R™: ||z|| < 4}, then z(7;t9,x0) € B: for all 7 € N and
all (P,S) € P xS. For a matrix-valued function of the NS(¢) type there
exists a xg € Bs such that v(7,zo,%) > 0. Then z(7;to,x0) is bounded
and remains in B. for all 7 € NI, then z(7;tg,79) tends to the state

T

(x=0) € {xr e R": Av(r,z(7),¢) =0} U B.. It thus follows that
(7, 2(75t0, 0),¥) — v(to,0,9) =0, for (¢ #0).
On the other hand, according to (3.3.7)
Av(r,z(7),) > 0

and
o(r,2(7),¥) > 0.

Therefore,

0< v(t()vaaq/}) <0 < U(T - 17 x(T - 1)7 7/’) < U(Tvx(T)aw)'

The contradiction that has been obtained shows that the statement of
Theorem 3.3.3 holds, as was to be proved.

3.4 Tests for Stability Analysis

The Problem Dy is a natural generalization of the Problem Cp for the class
of the multidimensional discrete-time systems.

3.4.1 The Problem D, Assume that the time-discrete system D is
obtained in result of decomposition of the isolated subsystems (3.2.3) and
the corresponding interacting subsystems (3.2.2). It is required to obtain
stability conditions of different types for the state x = 0 of system (3.2.5)
for the known dynamical properties of subsystems (3.2.3) and qualitative
properties of the interconnection functions between the subsystems.

Let us introduce some assumptions about the components v;; of the
matrix-valued function U(7,2z(7)) and dynamical properties of the subsys-
tem Dl

Assumption 3.4.1 There exist

(1) neighborhoods N; C R™, i = 1,2,...,m, of equilibrium states
x;(7) = 0 invariant in discrete time;

(2) functions @ir: N; = Ry, i=1,2,....m, k=1,2, p; € K(KR);

(3) constants a;;, @ij, 4,5 =1,2,...,m, and a matrix-valued function

U(r,z(7)) with the elements

Vi = 05 (7, (7)), vij =5 (T, 2 (7), 25 (7)), T F g,

vij = vji, v(7,0) = v5(7,0,0) =0,
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satisfying the estimates

(a) @i (lzi() < wvii(r,24(7)) < @il ([|ai()]) for all
(r,2i(1)) € NI x N, i =1,2,...,m;

() aypa (llzi (7)) (llz; (T)) < vig (7, 2i(7), 25 (7)) <
@ij iz ([ (7)) sz (|2 (7)]]) for all (7,24(7), (7)) € N x
Ni x Nj, and for all i # j.

Here, v;;(7,2;(7)) correspond to subsystem (3.2.3), and v;;(7, z;(7), z; (7))
take into account the relations h;(7,z(7),p;) between the equations in
(3.2.4).

Proposition 3.4.1 Under the conditions of Assumption 3.4.1, function
(3.3.2) satisfies the following estimate:

(3.4.1) uTHYAHu, < (1, 2(7),v) < us H"BHus

for all (1,z;(7),z;(7)) € N} x N; x N}, 4,5 =1,2,...,m, where

up = (el (M)Ds w2e(llz2(M), -5 emr(lzn (@D, k=1,2,
H =diag (1,2, ¥m), A =layl, a;=ay,
B =[a;], aj;=a;, i,j=12,...,m,

'(/}T: ('(/}17'(/}27 s 7'(/)m>
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Assumption 3.4.2 There exist
(1) neighborhoods N' C R™ of the states z;(7) =0, ¢ = 1,2,...,m,
invariant in discrete time;
(2) functions ¢;: N — Ry, i = 1,2,...,m, ¢, € K(KR) and v,
1,7 =1,2,...,m, defined in Assumption 3.4.1 and such that
(a) the functions v;;(7,z(7)) are defined either on N x Ny or
NI x R™;
(b) the functions vy (7, z;(7), z;(7)) are defined either on N x
Nio x Njo or Nt x R™ x R™, for all i # j, Ny = {z;(7):
xi(1) € Ny, ai(1) #0};
(3) constants ai;, agi(P,S), ai;(P,S) (i #j), 4,5 =1,2,...,m, such
that the following inequalities are satisfied by virtue of multidimen-
sional discrete systems (3.2.5) and subsystems (3.2.5):

(a) ¢F {vi (T, 25(T + 1)) — vis(7, 25(7))} < @i ([|s(7)]]) for all
(1) ENyo, i=1,2,...,m;

(b) Zlﬁf{vii(ﬂl’i(TJrl)) — i (7, 2} (7 + 1)) + vii (7, (7))

m m

— vii(ﬂ .’EZ(T»} + QZZ’(/Ji’(/Jj{Uij(T, CL‘i(T + 1),$j(7' + 1))

i=1 j=1

— i (r,ai(7), 25 (1)} £ Y azi(P,S) ¢ (li(7)])

+ QZ Z%(R S)ei(llzi(r) e [l (7)),

for all (7,,2;) € NI x Nig x Njo for all (P,S) € P xS.

Remark 5.4.1 Here, zi(-) means that the difference is taken with regard

for subsystems (3.2.5)

Proposition 3.4.2 If all conditions of Assumption 3.4.2. are satisfied,

the following estimate holds:

(3.4.2) o(r, z(t + 1), ) —v(r,2(7),¢) < uTC(P,S)u

for all (1,2) € NX x Nyo, and for all (P,S) € P xS, where

uT = (1 (laal). ol - i)
C(P,S) =[Ci;(P,S)], 4,j=12,...,m,
Ci;(P,S) = a;;(P,S), forall i# j,
Cii(P,S) = a1 + az(P,S), i=1,2,...,m.
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Theorem 3.4.1 Suppose that the multidimensional discrete system
(8.2.5) is such that all conditions of Assumptions 3.4.1 and 3.4.2 are satis-
fied and, in addition,

(1) the matriz A is positive definite;

(2) there exists a negative semi-definite matric G € R™ ™ such that

the matriz C(P,S) satisfies the estimate

%(C(P, S)+CT(P,S)) <G forall (P,S)ePxS.

Then the equilibrium state x(7) = 0 of system (3.2.5) is uniformly stable
on PxS.

Proof 1If the conditions of Assumption 3.4.1, Proposition 3.4.1, and con-
dition (1) of Theorem 3.4.1 are satisfied, then function (3.3.2) is posi-
tive definite on N x ANjy. The conditions of Assumption 3.4.2, Propo-
sition 3.4.2, and condition (2) of Theorem 3.4.1 imply that v(r, z(7),v) >
(1, (r + 1), ¢) for any (P,S) € P x S. In this case, for every pair
(P,S) € P x 8, the conditions which are sufficient for the stability of the
zero solution of the multidimensional discrete system (3.2.5) on P x S are
satisfied (see Section 1.3).

Theorem 3.4.2 Let the multidimensional discrete system (3.2.5) be
such that the conditions of Assumptions 3.4.1 and 8.4.2 are satisfied and,
in addition,

(1) the matrices A and B are positive definite;
(2) there exists a negative definite matriz G1 € R™ ™ such that the
matriz C(P,S) satisfies the estimate

%(C(P, S)+CYP,S) <Gy forall (P,S)cPxS.

Then the equilibrium state x(7) =0 of system (3.2.5) is uniformly asymp-
totically stable on P x S.

The proof of Theorem 3.4.2 is similar to that of Theorem 3.4.1.

Ezample 3.4.1 Consider a linear large scale discrete-time system decom-
posed into two subsystems

(343) Jii(T + 1) = A“J}z(T> + Aijsij.’lij(T), i1#£j i,5=12,

where A;; are constant matrices of the corresponding order,

S = {S S = diag {51752}7 Sz = [sszz]7 0 S Sij S 1, 275]7 i7j = 1,2}7
Ji = diag (1,1) € R™, x; € R™, i=1,2, and 2= (a},z3)" € R"

For system (3.4.3) we construct a matrix-valued function U(z) with the
elements

T T T
(344) v11 = l’lBll’l, Voo = I’QBQI’Q, V12 = V21 = IlBgI27

where By and By are symmetric positive definite matrices, and Bs is a
constant matrix.
It is easy to verify that functions (3.4.4) satisfy the following estimates:

A (Bi)llil|* < wia(as(7)) < Aar(By)lla|®, i = 1,2,
1/2 1/2
A (Bs B a1 || w2ll < via(a1 (1), 22(1)) < Ay (Bs B[l || |||l,
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where \,,(B;) are, respectively, the minimum and maximum eigenvalues of

the matrices B;, i = 1,2, and )\}\//[2 (B3Bj) is the norm of the matrix Bs.

In this case, the matrices A and B from estimate (3.4.1) have the form
_ ( An(B1) —A%(BgBe?))
A (BsBY)  An(Ba)
. ( Aut (B1) Akf(BsB%))
M (BsBY)  Aw(Ba)

In order that these matrices be positive definite, it is sufficient that the
condition

(3.4.5) Am(B1)Am (Bz2) > Ay’ (B3 BY)

be satisfied. Since the matrices B; and Bs are positive definite, we have
)\M(Bz) > )\m(Bz) >0,7=1,2.

Let 4T = (1,1). Then for the matrix-valued function U(z) indicated
above, the elements of the matrix C(S) have the form

011(5 /\M(Cl) +/\M(C3(S))7
022(5 )\M(C2) + )\M(C4(S)),

C12(S) = Ay (C5(8)CE(9)),

) =
) =

/
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where

C1 = Al}B1A11 — By, Ch = A}, ByAs; — By,
C3(8) = (Aa1521) "BoAg1 521 + 247, B3 Ag1591 — By,
Cu(S) = (A12812) "B1 A12812 + 2(A12812) "B3 A2z — B,
C5(S) = AY} B3Ags + (A21591) "By A12512 — Bs.

Thus, if inequality (3.4.5) is satisfied and there exists a negative semi-
1
definite matrix G such that 5(0(5) +C™(S)) <G forall S€S8, then all

conditions of Theorem 3.4.1 (3.4.2) are satisfied and the zero solution of the
large scale discrete-time system (3.4.3) is stable (asymptotically stable).

3.4.2 The Problem Dg In this section we propose the solution of the
problem of nonlinear dynamics of discrete-time systems.

Problem Dg Assume that the discrete-time system D is obtained in re-
sult of composition of the interconnected subsystems (3.2.2). It is required
to determine stability conditions of different types for the equilibrium state
x =0 of system (3.2.5) in terms of the dynamical properties of the intercon-
nected subsystems (3.2.4) without additional information on the dynamical
properties of the isolated subsystems (3.2.3).

Assumption 3.4.3 Assume that

(1) conditions (1) and (2) of Assumption 3.4.2 are satisfied;

(2) there exist constants p;;(P,S) and p;;(P,S), i =1,2,...,m, j=
2,3,...,m, i < j, such that, by virtue of the multidimensional
discrete system (3.2.5), the following inequality holds:

D i{vii(r@i(r + 1) = vis(r,2:(7)) }

+ QZZ%%‘{%(T, zi(r+ 1), 2;(1 4+ 1)) — vij (1,2 (1), 2; (7 + 1)) }
Z (P82 (2 (1)) +2 30D pis (P S)pallaa(n)lD s (5 ()]

for all (7,x;,z;) € NI x Ny x Njo, forall (P,S)eP xS.

Proposition 3.4.3 If the conditions of Assumption 3.4.3 are satisfied,
then the first difference of the function v(r,x(T)) satisfies the following
estimate:

o(r, (1 + 1), ) — v(r, 2(7),¥) < u G(P,S)u

(3.4.6)
for all (1,z) € N x Ny, and for all (P,S)€P xS,

where

= (pr(llz1[]), e2(llz2l)); - -5 emllzm (7)),
C(P’S):[pij(va)L i, =1,2,...,m, pij(PvS):pji(va)'
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Theorem 3.4.3 Let the multidimensional discrete system (3.2.5) be
such that the conditions of Assumptions 3.4.1 and 3.4.3 are satisfied and,
in addition,

(1) the matriz A is positive definite; B

(2) there exists a negative semi-definite matriz G € R™ ™ such that

the matriz C(P,S) satisfies the estimate %(C(R S)+CT(8) <@
for all (P,S) € P xS.
Then the equilibrium state x(7) = 0 of the multidimensional discrete sys-

tem (3.2.5) is uniformly stable on P x S.
The proof of Theorem 3.4.3 is similar to that of Theorem 3.4.1.

Theorem 3.4.4 Let the multidimensional discrete system (3.2.5) be
such that the conditions of Assumptions 3.4.1 and 3.4.8 are satisfied and,
in addition,

(1) the matrices A and B are positive definite;

(2) there exists a negative definite matric Gy € R™™ such that the

matriz C(P,S) satisfies the estimate %(C(P, S)+CT(P,S)) < G1
for all (P,S) € P xS.

Then the equilibrium state x(1) = 0 of the multidimensional discrete sys-
tem (8.2.5) is uniformly asymptotically stable on P x S.

The proof of Theorem 3.4.4 is similar to that of Theorem 3.4.2.

Ezxample 3.4.2 Consider the linear multidimensional discrete system
(3.4.3). Assume that, for system (3.4.3), the matrix function with ele-
ments (3.4.4) is constructed and T = (1,1). Then the elements of the
matrix C(S) have the form

p1(S) = Am(C1(S)),  p22(S) = Aar(Ca(S)),
p11(S) = Ay (C(8)CH(S)),

where

C1(S) = AT} B1 A1y + (Ag1521) "Bo Az s21 + 247, BsAg1521 — 2By,

C2(S) = A3y BaAss + (A12512) "By A12512 + 2(A12512) ' B3 Agy — 2B,

C3(S) = Ay B3Asz + (A21521) "B3 A12512 — Bs.

Thus, if, for system (3.4.3), the matrix function with elements (3.4.4)
is constructed, inequality (3.4.5) is satisfied, and, in addition, there exists
a negative semi-definite (negative definite) matrix G such that %(C’ (S)+

CT(S)) < G for all S € S, then the conditions of Theorem 3.4.3 (3.4.4)
are satisfied and the zero solution of the multidimensional discrete system
(3.4.3) is stable (asymptotically stable) on P x S.

Ezample 3.4.3 Consider a discrete system of the fourth order which
consists of two subsystems of the second order described by the following
systems of equations

(347) xi(T + 1) =—0.1z; + O.2xj + 0.582'1(7')332' + 0.387;2(7')33j, 1 =1,2,
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where z; = (zi1,2i2)T € R?, s;5(1) € [0,1], 4,5 = 1,2, for all 7 € N,
and the structure matrix S;(7) has the form

- 1 0 Sil(’T) 0 SiQ(T) 0 .
Sz(T)_ (0 1 0 Sil(T) 0 SQ(T)) 1_172.

The structure set of system (3.4.7) is determined as follows

S:{S(T); S(T):(Slér) 51[27))’ Si(1) = (Ja2, $i1(7)J2, si2(7)J2),

sij(1) €10,1] forall 7€ N, i7j:1,2}'
For system (3.4.7), we construct a matrix function U(z) with the elements
’U”(‘rl) = xi2ﬂ 1= 17 2, 1)12(.’1}1,:1}2) = 0.5,!131{1}2,

which satisfy the estimates

Z)M(ZEZ) Z ||:TJZ||2, 1= 1,2.

The matrices

1 —05 1 05
A_<—0.5 1) and B_(0.5 1>

are positive definite.
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Let 9T = (1,1). Then for the matrix-valued function U(z) introduced
above, the elements of the matrix C(S) have the form

p11(S) = 0.03 4+ 0.09521 + 0.15511521 + 0.2552, + 0.09s3, — 1 < —0.39,
p22(S) = 0.03 4 0.09512 + 0.15512522 + 0.09525 + 0.2552, — 1 < —0.39,
p12(S) = 0.01 + 0.05s11 + 0.03s12 + 0.03s21 + 0.05522 + 0.15511512

+ 0.255115922 + 0.09512829 + 0.15591892 — 0.5 < 0.31.

It is easy to verify that the matrix

) - -0.39  0.31
7 (C(8) +CU($8) < Gr = ( 0.31 —0.39>

is negative definite.
Since the conditions of Theorem 3.4.4 are satisfied, the zero solution of
system (3.4.7) is asymptotically stable on S.

In conclusion, note that the construction of a scalar Liapunov function
for the multidimensional discrete system (3.2.5) is an important and dif-
ficult problem in the theory of discrete systems. The application of the
matrix-valued function U(7,z(7)) to the construction of the scalar func-
tion v(7, z(7),1) simplifies the problem to a certain extent due to weakened
requirements on the components v;5, ¢,j = 1,2,...,m. This, in turn, en-
ables one to more adequately take into account the correlation between the
independent subsystems (3.2.3).

We emphasize that the suggested method for the analysis of the stability
of the multidimensional discrete system (3.2.5) is distinguished by its sim-
plicity and generality, and all established sufficient conditions of stability
and asymptotic stability are represented in terms of the property of special
matrices to have a fixed sign.

3.5 Certain Trends of Generalizations and Applications

In this section we presents the results of estimating the robust stability
bounds for discrete-time system in terms of three approaches based on
scalar, vector and hierarchical Liapunov functions. It is shown that the
hierarchical Liapunov function allows one to obtain the most wide bounds
for the uncertain matrix in the investigation of discrete system.

We consider an uncertain discrete-time system

(3.5.1) a(r+1) = Ax(r) + f(x(7), ),

where z € R" 1€ T, ={to+k, k=0,1,2,...}, to € R, A is a constant
n x n matrix, f: R" x S — R", S C R? is a compact set. Under specific
conditions (we don’t cite them here) dynamics of the system (3.5.1) is
topologically equivalent to dynamics of the system

(3.5.2) z(t+1)=(A+ E)z(r),

where A is the same matrix, as in system (3.5.1), F is an uncertain n x n
matrix, about which it is known that it lies in some compact set S; C R™*".
Further we will investigate the system (3.5.2).

Download free eBooks at bookboon.com



Our purpose is to compare the results of estimating the robust bounds of
discrete system obtained in terms of three approaches involving scalar, vec-
tor and hierarchical Liapunov function. In the section it is shown that the
hierarchical Liapunov function provides more wide bounds for estimation
of the uncertain matrix.

3.5.1 Scalar approach We assume that for the matrix A the condition

|oi(A)| < 1 is realized for all ¢ = 1,2,...,n. In this case the Liapunov
equation
(3.5.3) ATPA-P=-G

has a unique solution P € R™ ™ for arbitrary symmetric and positive
definite matrix G € R™ ™. In this case the matrix P is symmetric and
positive definite. According to the results of Sezer and Siljak [1], we apply
the function

(3.5.4) v(z) = (TPx)'/?,

in robustness analysis of the system (3.5.2). Let us denote by o, (P) and
oy (P) the maximum and minimum eigenvalues of the matrix P.
Following Sezer and Siljak [1] we have the following.

Theorem 3.5.1 Let the nominal system
(3.5.5) (1t + 1) = Azx(7)
be asymptotically stable. If
(3.5.6) IE] < u(G),
where

om(G)
oy (P — G)oy) (P) + on(P)

wG) =

then the uncertain system (3.5.2) is asymptotically stable.
Here ||E| = sup ||Ez|, ||z|| = (z"2)Y/? is the Euclidean norm of
z||<1
vector x.

It is known (see Sezer and Siljak [1]), that u(G) takes the largest value,
if G =1I. The expression (3.5.6) is a robust bound for the system (3.5.2),
obtained in the framework of scalar approach.

3.5.2 Vector approach We decompose system (3.5.2) into two intercon-
nected subsystems
(3.5.7)

Sit xi(r+1) = (A + EDai(r) + (B; + Upay(1), i,5=1,2, i#].

Here z; € R™, A; and B; are submatrices of the known matrix

o A1 Bl
(3.5.8) A= (BQ A2> ,
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E; and U; are submatrices of the uncertain matrix

(B Uy
(3.5.9) E_<U2 &>,

where Bl)Ul S Rn1><n2’ BQ)UZ S Rn2><n1’ AmEz c Rnixnia

Assumption 3.5.1 We assume that:

(1) the nominal subsystems

(3.5.10) zi(1+1) = Ajzi(7)

Discrete-Time Large-Scale Systems

i=1,2.

are asymptotically stable, i.e. there exist unique symmetric and
positive definite matrices P; € R™*™ which satisfy the Liapunov

matrix equations

(3.5.11) ATPA, — P = -G, i=1,2,

where G; are arbitrary symmetric and positive definite matrices;

(2) there exists a constant vy € (0,1) such that

(3.5.12) IBL | Ball < 72 papeo

where p; = (O’M2

(P, — Ii)ojl\f(Pi) +ou(P;))"t, P; are solutions of

the Liapunov matrix equations (3.5.11) for the matrices G; = I,,,

I,,, are m; X n; identity matrices, i =1, 2.
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We define the constants

a= 0y (P)oy (R), b=0y (P)oy)(P) (IBi] + || Bal))
i = (03,2 (P = L)ooy (P) + o ()Y, i=1,2,
ai = o (P = (0P — L) + od2(B) 7Y, i=1,2,
c=~2aras — o3 (P)oss? (Po) | Bull | Bll,

— (B2 4 dae) /2 —
€ 2a((b + dac) b),

where P; are solutions of the Liapunov matrix equations (3.5.11) for the
matrices G; = I, 1 =1,2.

Theorem 3.5.2 Assume that for the uncertain system (3.5.2) the de-
composition (3.5.7)—(3.5.9) takes place and all conditions of Assumption
3.1 are satisfied. If the submatrices E; and U; satisfy the inequalities

(3.5.13) BN < (A =y)psy, Uil <e, i=1,2,
then the equilibrium x =0 of (3.5.2) is asymptotically stable.

Proof For the nominal subsystems (3.5.10) by (3.5.11) we construct the
norm-like functions

(3.5.14) vi(x;) = (xFPx)?, i=1,2,
and the scalar function
(3515) ’U(JJ) = d1U1 (171) + dgvz(l’g),

where d; and dy are some positive constants.
For the first differences Aw;(x;) of the functions (3.5.14) along the so-
lutions of (3.5.7) we have the estimates:

sz 1‘1 |S = Uz(Ail‘l) — ’Ul(l‘i) + ’Ul((Al + Ez)xz) — ’UZ(All‘l)
+ui((Ai + Ei)wi + (Bi + Ui)z;) — vi((Ai + Ei)xi)
< (el ATP A/ — (TPuV”+a”%immmn
+ o (Pl cil| + oy (P z’)(||B‘|| + [1Uil) Il

< (i = oy A (PIE il + o> (P) (1Bl + 1Tl s

+HW1W&+MWNS

where 4,5 =1,2, i # j.
Here we use the known inequality (see Sezer and Siljak [1])

(p"Pp)V2 — (¢"Pg)/? < 032 (P)|lp — |

for all p,q € R™, P € R™*"™ is a symmetric and positive definite matrix.
From here we arrive at the following inequality

(3516) A dlAvl .Z‘l |S +d2AU2 $2 |S < dTWZ

|(s ,Sp) =

where d = (di,d2)%, z = (|z1]], [|z2]])T, W = (wi;) is 2 x 2 matrix with
the elements

{ o — o (PIE] i i=,
wl] - . . .
—o 2 (PYUB + Ul i i # .
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As all conditions of Theorem 3.5.2 are satisfied, it is not difficult to verify
that the matrix W is the M-matrix (see Siljak [4]). Really

wirwes — wiawar = [ar — a3, (P B |[][az — 03 ()| Ea|l]
1 2 1/2
Vv (POo @) (IBil + 10D 1Bz + [1Us])

> [a1 = o)A (P)(1 = D] [0z = a2 (P)(1 = )z

— oy POy (P (IBL + ) (IBall + ) = vz

— oy (P) oy (P) (IBill + ) (| Ball +€) = —03)*(Pr)oy, (Pa)e?
— o3 (P)o3s (Pe) (| Bill + 1Bz ])e +72aras

— oM (P) ol (Py)|| Byl | Ba|| = —ag® — be +c.

By condition (2) of Assumption 3.5.1

¢ =70 = oy (P)oy ()| Bl | Ba|
1/2 1
= o3 (P oy (Ba) [y sz — | B | Ball] > 0
and therefore —ae? —be + ¢ =0, and wijwas — Wwiawse; > 0.

It is clear that the function (3.5.15) is positive definite and its first dif-
ference (3.5.16) is negative definite. These conditions are sufficient for the
asymptotic stability of the equilibrium 2 = 0 of (3.5..2). The proof of
Theorem 3.5.2 is complete.

Thus the inequalities (3.5.13) are the robust bounds for the system
(3.5.2), obtained in terms of the vector approach.

3.5.3 Hierarchical approach As is known (see Ikeda and Siljak [1]),
the essence of this method is as follows: starting from the constructing an
auxiliary Liapunov function, we take into account a hierarchical structure
of the system (3.5.2) or realize a multilevel decomposition of the initial
system. Further the second approach is applied precisely.

We decompose each subsystems (3.5.7) into two interconnected compo-
nents

Cl‘ji Ty (7' + 1) = (A” + Eij) Tij (7') + (Bij + U”) J)ik(T),

(3.5.17) - _
i,j,k=1,2, j#k,

where Ti; € R™i, R™ = R™1 x R™2 Aij,Eij € RMiX™i  B;,Uq €
RmMit Xn'i27 Bi27 Ui2 c Rn'i2><ni1’

A Ba Ein Uan
A = , FE;, = .
<Bi2 Ao ) ( Uiz Ej2 )

Assume that the matrices B; and U; have a block structure:

(MY M) (A R
(38:5.18) Bi=\yo yol Y=l pol
M12 M22 F12 F22

where M(k), @) ¢ RMis*m™k g g k1 =1,2, 1 #I.
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We extract from (3.5.17) the independent components
(3.5.19) Cij: wij(r+1) = (Aij + Eij) wij (1), 4,5 =12,
with the same designations of variables as in system (3.5.17).

In order to state the robust bounds we require the following assumptions.

Assumption 3.5.2 The nominal components

(3520) IIJij(T + 1) = Aij.’Eij(T), 1,7 =1,2,

are asymptotically stable, i.e. there exist unique symmetric and positive
definite matrices P;;, which satisfy the Liapunov matrix equations

(3.5.21) ALP;Ajj — Py = -Gy, i,j=1,2,

where G; are arbitrary symmetric and positive definite matrices.

Let P;; be solutions of the Liapunov matrix equations (3.5.21) for the
identity matrices G'(;;) = I;;. We define the constants

iy = oy, (Piyiy = (on)” (Pyy — Iij) + o3 (Pig)) ™"

pi = (03] (Pij — Lij)oy,  (Py) + oar (Piy)) Y,

= i((b? + 401101')1/2 — bz),

&q
QCLi
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a; = o2 (P) o) (Pa),
1/2 1/2
bi = o3, (Pa) oy, (P) (| Bl + | Bizl),
¢ = V2 — oy (Pu)oy (Po) | Ba |l | Bill, 4,5 =1,2.

Assumption 3.5.3 There exist constants 7; € (0, 1) such that

(3.5.22) Bt [l || Bizll < ¥} pinpria, i =1,2.

Let us construct an auxiliary function on the base of the functions
T
(3523) ’Uij(mij) = (l’ijpijl’ij)l/z,

by formula

Uz(iﬂz) = dilvﬂ(iﬂﬂ) + di2vi2($i2)a i=1,2
where d;; are some positive constants. We introduce 2 x 2 matrices W; =
(w](;g) with the elements

(0) Vil it j==k,
Wi = 1/2 _ e
—oy (Py) I Bisll +2:i)  if j#k.

Here 0 < &; < ¢;.
Further we need the following proposition.

Proposition 3.5.1 We assume that

(1) discrete system (3.5.2) is decomposed on the first level to the sys-
tem (3.5.7) and on the second level to the systems (3.5.17);

(2) all conditions of Assumptions 3.5.2 and 3.5.3 are satisfied;

(3) for the submatrices E;;,U;; of the matrices E;, i = 1,2, the esti-
mates

12l < (=), Uil <&y 4,5 =1,2.
are realized.

Then there exist vectors dAl, dy € R? with positive components such that the

first differences Av;(x; ’C for the functions v;(x;) satisfy the estimates

(3524) Avi($i> < _dA;FI/Vl,Zl7 1=1,2

and the matrices W; are the M-matrices.

Here d; = (din, di2)", 2 = (lzaa], [lzizl])™

The proof of Proposition 3.5.1 is analogous to that of Theorem 3.5.1.

Under the hypotheses of Proposition 3.5.1 the matrices W, are the
M-matrices and, according to Siljak [4], the vectors dJW; = (dzlwgl)
di2w§?7 dﬂwgg + digwéé)) have positive components.

Let us denote
(3.5.25)

= mm{dﬂwgl) + d12UJ§1),d11w52 + dzngQ)} 1=1,2,

172

. 1/2
2 ((dnazlf(Pu) + 1203} (Pia)) (doroy)” (Par) + d22011\42(P22))>

m =

and give a method of optimal choice of the constants d;;, d;2, 1 = 1,2.
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Proposition 3.5.2 Let the matrices Wy and Wy be the M-matrices and

wgg, wéll) <0, then

sup m(d) = m(dy, 1,d5,1)

deD
1) (1 1) (1
1( witwly — wiy wj
(3.5.26) 2\ 2Py (W) — wll) + o2 (Pr) (V) — wll)
2) (2 2) (2 1/2
« w§1)w§2) - ng) wé1) )
2 2 2 2 2 2 )
UM (P21)(wé2) - wé1)) + UM (PQZ)(U)gl) - w§2))
where
(1) (1)
w. d w
D = {d = (d117d127d217d22>T€ R4Z — % < di < —%,
Wiy 12 Wiy
)l
(2) das @ (’
Wy Wyo
1 1 2 2
di = ng) - wé1) & = ng) - wé1).
wiy — wiy wi} —wf)

Proof As the matrices Wi and Wy are the M-matrices, then wﬁ), wélz) >
(@) ()

0, wys, wyy <0 and consequently,

(4) (@)

w w
e i i
Wi Wy

On computing of the constant 7; and m we can set dio = doo = 1, di1 = dj,
dgl = dg and

(4)

Wiy Wi

(i) (i)
@e@{@eR;ﬁi<m<w”},iLz

Let us denote

(3.5.27) mi(d;) = ‘ i=1,2,

and note that

(3.5.28) sup m(d) =

(sup m1(di) sup mg(dg)).
deD

di€D; d2€D>

N =

By (3.5.25) for the function m,(d;) we get the expressions

(1) (1) (i)

1/;liw11 +w12/12 T % <di < dr,

ma(ds) = dioyy (Pi) + oy (Pi2) Wy
A @) () (8)
emip TMay g <d < -2
dioyy (Pz‘l)JFUM (Pi2) Wa1

Download free eBooks at bookboon.com



Stability Theory of Large-Scale
Dynamical Systems

For the first derivatives m/(d;) we have
(3.5.29)

Discrete-Time Large-Scale Systems

i) _1/2 i) _1/2 ;
oy (Pra) — why) o3 (Pn) Ll
1/2 1/2 2 (4) v i)
(dioyy” (Pa) + oy (Pi2)) wyg
M =9 (i) 172 (i
wis 0y (Pi2) — wag oy (Pin) i & <d < _%
D) i i N
(dioys (P) + 37" (P)) wy)
(1)
therefore m}(d;) > 0 for — % <d; < df and m[(d;) <0 for df <d; <
Wy
(7)
— % From here it follows that
Way
OMORNO0
WH{ Weg — Wqe W
sup m;(d;) = m;(d}) = —73 11 22 1122 21 , — .
dieD: A (Pa)(wsy — i) + 37 (Pa) () — wiy)

Substituting by the values of m,(d}) into (3.5.28), we get the identity

(3.5.26). Proposition 3.5.2 is proved.

Assumption 3.5.4 Let for the submatrices M J(,? of the matrices B;

the inequalities
M = max HMJ(,?H <m

be realized for all 7,5,k =1,2.

The following proposition is basic in the method of hierarchical Liapunov
functions in the robust stability problem of the system (3.5.2).

Brain power

ey
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Theorem 3.5.3 We assume that for the uncertain system (3.5.2) the
two-level decomposition (3.5.7), (3.5.17) is realized and all conditions of
Assumptions 3.5.2—-38.5.4 are satisfied. If the inequalities

1B < (0= vipsg, Ul <2 [EQ) <m -
are fulfilled for all i,j,k = 1,2, then the equilibrium x = 0 of the sys-
tem (8.5.2) is asymptotically stable.

Proof Under the hypotheses of Proposition 3.5.1 there exist constants
dij > 0 for which d;'W;z; > 0. In view of designations (3.5.25), we get
from estimate (3.5.24)

1/2
Avi()] 5, < = (il + [zl )

:—7('1“371“’ 1= 1,2
Since for i # k the estimates

Avi (zi1)
Avia(242)

1/2
5, < Avaa(ea)|g, + o (P) @+ ||+ 153 1) ],

5, < Avia(wa)| g+ onr” (Po) @2 + | Fyy || + 11 53 Dok

are true, then

Avi(mi)|s = dj Avi (T4 |S +di2Avi2(mi2)|§i

(3.5.30) < —millaill + [daoy®(Pa) (2m + | PP + [ FS))

i v , |
+ dioo ) (Pr) (2 + | Esy | + 1Fsy) )] -

For the function
’U(.T) =div; (1‘1) + dQUg(.Z‘Q)

in view of estimates (3.5.30) we get
(3.5.31) AU( )| = dlAvl .1‘1 |S +d2A'U2 1‘2 |S dTWZ

where d = (d1,dy)™, z = (||z1]], ||z2]])T and W is a 2 x 2- matrix with the
elements

m; for j =k,
1/2 J— ] j
wik =3 —djpoy (Pp)Em+ |ED ) + IS
— djppoy (P)(2m + | EP ) + |1 ES ) for j # k.

Under the hypotheses of Theorem 3.5.3 the matrix W in the estimate
(3.5.31) is the M-matrix. Thus the matrices Wy, Wa, W are the M-matrices
and it is sufficient for asymptotic stability of the system (3.5.2).

3.5.4 Discussion and some examples The hierarchical approach in
robust stability problem permits a more complete allowance for the dynamic
characteristics of the nominal system on each hierarchical level and thus a
more exact definition of robust bounds for the system (3.5.2). We illustrate
efficiency of the approach proposed in the Section by a simple example.
Let us assume that in the system (3.5.2) the matrix A has the form

0.5 0.01 0.03 0

0.01 0.125 0 0.03

0.03 0 0.25 0.005
0 0.03 0.005 0.125

(3.5.32) A=
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3.5.4.1 Scalar approach Let us compute the matrices and constants oc-
curring in the framework of the scalar approach (see Theorem 3.5.1):

1.336149 0.008512 0.032104 0.000737
0.008512 1.017019 0.000708 0.007761 |
0.032104 0.000708 1.068495 0.002057 |’
0.000737 0.007761 0.002057 1.016891

P =

o(P) ~ 1.340176; o (P — I) ~ 0.340176; p1 ~ 0.496185.

Here I is a 4 X 4-unit matrix. From here the robust bound for the sys-
tem (3.5.2) with the matrix (3.5.32) is determined by the inequality

(3.5.33) |E|| < 0.496185

for all matrices E € S.

3.5.4.2 Vector approach According to this approach we decompose the
matrix (3.5.32) and denote

A4 — (05 001 A, — (025 0.005
1= 0.01 0.125)° 27 10.006 0.125)°
003 0
Bl_B?‘( 0 0.03>'

The uncertain matrix E is represented in the form (3.5.9). The matrices
and constants occurring in the framework of vector approach are:

P~ 1.333581 0.008469 P~ 1.066699 0.002031,
17 10.008469 1.016029 )’ 27 10.002031 1.015902 )’

o (P) ~ 1.333807, o (P2) ~ 1.066780,
fi1 ~ 0.449733, i ~ 0.749800.

Hence we have the estimates of submatrices norms in the form
(3.5.34) ||E1] <0.499733(1 —~), || E2| <0.749800(1—~), ~€(0,1).

Let v = 0.25. Besides ¢ ~ 0.012303. Finally, for the matrix E represented
in the form (3.5.9), we get the estimates:
(3.5.35)

|E1]] <0.374800, ||E2| < 0.562350, ||U;]| < 0.012303, &=1,2.

For example the matrix
E = diag {0.37, 0.37, 0.56, 0.56}

satisfies the inequalities (3.5.35). But ||E| = 0.56, and consequently, the
norm of uncertain matrix E does not satisfy the inequality (3.5.33).

8.5.4.8 Hierarchical approach According to the proposed algorithm we
accomplish the two-level decomposition of system (3.5.2) with the ma-
trix (3.5.32) and as a result we get:

A1 =05, Ajp=0.125 Ay =0.25, Ag =0.125.

Let
1 = 0.5, 72 =0.125.
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Numerical values of the corresponding constants are:

oa(Pyy) ~ 1333333, on(Pr2) ~ 1.015873, p11 = 0.5,  p1a = 0.875,
o0 (Pa1) ~ 1.066666, o (Paz) ~ 1.015873, pg1 = 0.75, pgo = 0.875,
e1 ~ 0.320718, £5 2 0.096261.

We shall set 1 = 0.05, and g2 = 0.006. In this case for the matrices Wy
and Wy we get the expressions

~

0.288675 —0.069282
Wy = ( ) , PRS

0.096824 —0.011360
—0.060474  0.440958 '

—0.011086 0.110239

The matrices Wy and Wy are the M-matrices as their non-diagonal ele-
ments are negative and their principal minors are positive.
The constant m is computed by the formula (3.5.26): m =~ 0.038392.
Thus, the following restrictions are imposed on submatrices of E:
(3.5.36)
[[Ev1]] <025, |[|Ei2| <0.4375, |Eall <0.65625, ||Ea| < 0.765625,

U1l <0.05, ||Us;]] < 0.006, ||F(Z)|| < 0.008392.
J J jk
For example the matrix

E = diag {0.25, 0.43, 0.65, 0.76}.

operations in

Vouwro Touexs | Resanr Toocks | Macs Toveks | Vowo Buses | Vowo Cowsteucnion Esumsest | Wowo Pesm | Vowo Aeno | Wowo IT
Vowo Fimswcer Sepnces | Vowo 3P | Vowo Powerream | Vowo Pasrs | Vowo Techwowoer | Wowo Loasncs | Busisess Anes Asie
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satisfies the inequalities (3.5.36). Since |E| = 0.76, the matrix E does
not satisfy condition (3.5.33). Moreover || diag{0.65, 0.76}|| = 0.76 > 0.75
and it means that for the matrix E conditions (3.5.34) are not satisfied for
any v € (0,1).

So, the general conclusion from this example is: the hierarchical Lia-
punov function allows a more complete use of the potential possibilities of
Liapunov direct method in robustness analysis of discrete system (3.5.2).

3.6 Notes and References

Section 8.1 Qualitative theory of discrete systems under nonclassical structural
perturbations is of a considerable interest with regard to a number of applied
problems of nonlinear dynamics. In the framework of the method of matrix-
valued Liapunov functions for the class of dynamical systems some results have
been obtained recently. Some of them are presented in this Section.

In a series of monographs (see, for example, Bromberg [1], La-Salle [1],
Tsypkin [1], Furasov [1], Lakshmikantham, Leela, et al. [1,2], Michel, et al. [1],
Hahn [1], etc.) discussed are the various methods of application of the Liapunov
direct method for the qualitative analysis of motions of discrete-time systems

without structural perturbations.

Section 3.2 The large scale discrete-time system with structural perturbations
is composed according to the approach presented in Chapter 2. As in the contin-
uous case this allows the application of the generalized Liapunov direct method
based on matrix-valued function in the construction of the corresponding stability

conditions.

Section 3.8 In this section the matrix-valued function is applied within the
framework of the scalar approach. The section is based on the results by Mar-
tynyuk [12].

Section 3.4 The main results of this section are due to Martynyuk and Mi-
ladzhanov [1], and Martynyuk, Miladzhanov, and Muminov [1].

Section 8.5 This section is based on the results by Lukyanova and Martynyuk [1].
The comparative analysis of the obtained results is carried out using some results
by Sezer and Siljak [1].
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4

IMPULSIVE LARGE-SCALE SYSTEMS

4.1 Introduction

It is well-known that the Liapunov direct method is of great importance for
the stability analysis of solutions of continuous nonlinear differential and
discrete-time equations (see Chapters 2—3). This fruitful technique has
been developed during the twentieth century in two main directions. First,
the working out of constructive techniques of Liapunov function construc-
tions and second, the expansion of this method for the systems of equations
other than ordinary differential equations. One of classes of such systems
are impulsive systems.

Therefore our aim in this Chapter is to develop the Liapunov direct
matrix-valued functions method for the impulsive systems under nonclassi-
cal structural perturbations and to establish a new sufficient conditions for
the presence of various dynamical properties of solutions to the equations
under consideration.

Chapter 4 is arranged as follows.

Section 4.2 deals with description of impulsive system under nonclassical
structural perturbations.

In Section 4.3 the problem on stability of impulsive system under non-
classical structural perturbations is stated.

In Section 4.4 proposed are algorithms for determing the property of
having a fixed sign of matrix-valued functions and their decrease (increase)
estimations on the trajectories of system under consideration.

In Section 4.5 various sufficient conditions are established for stability,
asymptotic stability and instability of large scale impulsive system under
nonclassical structural perturbations. Here an example of forth order sys-
tem with structural perturbations is presented illustrating the proposed
technique.

In Section 4.6 the obtained results are discussed as well as the possibilities
of the proposed generalization of the Liapunov direct method and some
trends of applications.

4.2 Nonclassical Structural Perturbations in Impulsive Systems

We consider an impulsive system under noclassical structural perturbations
obtained as a result of composition of complex nonlinear ordinary differen-
tial equations with impulsive perturbations.

In this section we study the class of impulsive systems I with subsystems
I; whose description is based on the following assumptions.

H;. The evolution of system [ and its subsystems [I;, : =1,2,...,m, is
described by the impulsive systems of equations whose order is not changed
on the general interval of existence of solutions to system I.
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H,. Impulsive effect on system I (subsystems I;) occurs at the moments
7 € CHQ,(0,00)), Q C R, k=1,2,..., for which 7(z) < Tp41(x) for
all k and mx(x) — oo uniformly on =z € Q@ (7} € C(,(0,00)), Q; C
R™, mi(z;) < 751 (i) for all k and 7} (x;) — oo uniformly on z; € Q;,
ny+ -+ n, =n).

Hj. The matrix P = (pf,p3,...,pF)T € R™X4 describes the internal
and/or external parametric effects on system I. The set of all admissible
matrices for system I is designated as before by P = {P: P, < P(t) < Pa},
for all t € 7.

Hy. The family of functions F described in Assumption Hs from Section
2.2 is determined.

H;. The evolution of the interacting subsystems I; in system [ is deter-
mined by the equations

(4.2.1) — = filtbw,p) for b # 7(wy),

Ax;i(t) = Lig(z;) + I, (z) for t=m(x;), k=1,2,...,

where x; € Q;, fi e Fi, Fi = {fil,...,fiN}, Iip: R — R™, I : R" —
R™, Al‘z(t) = x; (t+) — xi(t_).

EXPERIENCE THE POW

FULL ENGAGEMENT...

RUN FASTER.
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RUN EASIER...
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Hg. The evolution of the i-th isolated subsystem in system I is described
by the equations

d.fEi
(42.2) e w;(t,x) for t+# 7p(x),

Al‘z(t): 1]@(.’131) for t:Tk(l‘i), k=1,2,...,

where w;: 7 x R™ — R™, L: R" — R™, k = 1,2,.... Here the
functions w;(t, x;) are determined from the correlations

wi(t,z;) = fi(t,2",0), i=1,2,...,m,

where z° = (0,...,0,25,0,...,0)T € R".

In view of the designations of Section 2.2 the impulsive system I with
structural and parametric perturbations is represented as

Y+ Si(t)ri(t,z,p;) for t# (),
(4.2.3) Azi(t) = Lip(z) + I (z) for t=r(x),

) (
k=1,2,..., i=12,...,m,

or in the vector form

(4.2.4) Z—f =w(t,z) + SE)r(t,z, P), t#m(x),
Az = Ii(z), t=m(z), k=1,2,....

The matrix

(4.2.5) S(t) = diag (S1(¢), Sa(t), ..., Sk(t)) € S

describing all structural variations of the system (4.2.4) is called a structural
matriz of impulsive system (4.2.4).

We assume that w(¢,0) = 0, Ix(0) = 0 for all ¥ = 1,2,... and
r(t,0,P) = 0 if and only if z =0 for all ¢ € 7y. It is clear that = =0 is
an equilibrium.

Further we designate

To x D(p) = [to,0) x {x € R": ||z]| < p < po}, po=const>0.
The functions 7;(xz) and a number p satisfy the condition which excludes
the beating of the solutions of system (4.2.4) on the surfaces

(Sk): t=(mk(x)), k=1,2,....
Throughout this chapter, we will assume that for each (tg,z0) € 7y X

D(p), there exists at least one solution of (4.2.4) for all (P,S) € P xS
which satisfies the initial condition z(ty) = zo.
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4.3 Definitions of Stability

The possibility of beating of the solutions of the equations on the surfaces
(Sk): t = (me(x)), k =1,2,..., causes an essential difficulty when large
scale impulsive system (4.2.4) is investigated. Moreover, in the general case
there is no continuous dependence of the solutions of large scale impulsive
system (4.2.4) on the initial conditions which would be uniform on finite
interval. This fact requires the notion of stability in the sense of Liapunov of
the solutions of large scale impulsive system (4.2.4) be corrected. Therefore,
the notion of stability of solutions of large scale impulsive system (4.2.4) is
adopted in the form formulated according to general properties of impulsive
systems solution and it is assumed that the beating of the solutions on
surfaces (Sk): t = (m(x)), k =1,2,..., is absent. In view of the results
from Chapter 2 we introduce the following notions.

Definition 4.3.1 The zero solution = 0 of the system (4.2.4) is

(a) stable on P x S if and only if it is stable in the sense of Liapunov
for each pair of (P,S) € P x S;

(b) asymptotically stable on P x S if and only if it is asymptotically
stable in the sense of Liapunov for each pair of (P,S) € P x S;

(¢) unstable on P x S if and only if there exists at least one pair of
(P,S) € P xS for which the state © =0 is unstable.

Remark 4.3.1 The definitions of the above mentioned types of stability
for the given pair (P,.S) are the same as for the systems without impulsive
perturbations.

4.4 Tests for Stability and Instability Analysis

Problem In. Assume that the evolution of the system I with impul-
sive perturbations is obtained in result of composition of evolutions of the
isolated subsystems (4.2.2). It is required to establish sufficient conditions
for various types of stability (instability) of the equilibrium state = 0 of
system (4.2.4) under certain dynamical properties of the isolated subsys-
tems (4.2.2).

4.4.1 Auxiliary estimations for matrix-valued functions Before
going over to the stability (instability) conditions for the state = 0 of sys-
tem (4.2.4) we shall establish some useful estimates for the auxiliary scalar
pseudo-quadratic function constructed in terms of matrix-valued function.
These estimates are some development of those presented in Chapter 2 for
continuous systems.

Assumption 4.4.1 Assume that there exist:

(1) open connected time invariant neighborhoods
Njw ={zj € R™: ||laj| < hjo} € R™

of the states z; =0, j =1,2,...,m, hjo = const > 0;
(2) functions ¢j1,¥;1: Njz — Ry, @1, ¢ € K;
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(3) constants aji, bj;, 4, =1,2,...,m, and a matrix-valued function
U(t,x) = [vji(t,-)] with the elements
vij = vyt xs), v = vig = vji(t, x5, )

for all j # 4, v;;(¢,0) = v;;(¢,0,0) =0, j,s =1,2,...,m, defined
and continuously differentiable in the domain 7y x D(pg), where
po =minhjo, j=1,2,...,m, and satisfying the estimates

(@) a5 (lz;ll) < g5t 25) < by (los]) for all (t,2;) € To X N,
7=12... ,m;

() azipji(lzsl)pa((lzll) < vjilt, 2, 2:) < bjatbja (|2 ) ar ([|]) for
all (t,2;,2;) € To X Nju X Nig, jyi=1,2,...,m, j #i.

As before we shall introduce the scalar function
(4.4.1) o(t,z,n) =n"U(t,x)y, neRy, n>0,
and its total derivative
(4.4.2) Do(t,x,n) =1 DU(t, )1,

where
DU(t,xz) = [Dvji(t,-)], j,i=1,2,... ,m,
due to the system (4.2.4). For the details see Section 1.4.

Proposition 4.4.1 If all conditions of Assumption 4.4.1 are satisfied,
then for the function (4.4.1)
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(4.4.3) uiHYAHu, <wv(t,z,n) <usH BHug, for all (t,x) € ToxNy,

where

ui = (pu(llz1), par(z2ll)s -5 omr([lzmll)),
= (Y (ll@ll), Yar(llw2l]), - - -, Ymi(llzml]),
H = diag[n,n2,....,nm], A=lau], B=[bjl,
aji = Qij, bjzzblja jai:1327"'7m7
Nz € Nig x Nog X ... X Nope is an open connected neighborhood of the
state x =0, such that

Nz =z e R": ||I’H < pPo, Po= Hljinhjo.

The proof of Proposition 4.4.1 is similar to that of Lemma 1 in Mar-
tynyuk and Miladzhanov [1].

Assumption 4.4.2 Assume that there exist

(1) open connected time invariant neighborhoods N, C R™ of the

states z; =0, j = 1,2,...,m, and open connected neighborhood
Nz C Nz X Nog X ... X Ny of the state z = 0;
(2) the functions vj;, j,4 =1,2,... ,m, mentioned in Assumption 4.4.1

and the functions ¢;, j =1,2,...,m, ¢mn, @y such that on the
domain 7y x D(pg) the conditions

©;(0) = ©m(0) = ©ar(0) =0

and
m
0< me t xZ, 77 Z U]] t '1:] < QOM(U(tzl”ﬂ?))

are satisfied;
(3) constants pg ), pj (P S), pji(P,S), j#i=1,2,... ,m, and

(2) n3Dyvj; + (Dayvi) fi(t,27) < p{Vp3(vjs(t,a;)) for all (t,z;) €
%XNjw07j:12 - My

(b) 277] Dw;”ﬂ Si(t)r;(t, z, Pj)

+23 > mmi{ Divji + (Da,v3) 15 (8, 27) + S, (8)r; (¢, @, Py)]

J=11=2
1>]

+ (Da,vji) T [filt, ') + Si(t)ri(t, @, Pi)]}

< Zp(z) P,S) % (vj; (t,2;5))

+2 Z Z pji (P, S)p; (05 (t, 7)) i (vii (t, 7))

Jj=11:=2
>

for all (t,xj,xi, P,S) € To X Njyog X Nigg X P XS, j#1i, j=1,2,...,m
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For the above relations
-A/ij = {l’j € an: T; € ./\/jx, T 7é O},

and
t#1e(x), k=1,2,....

Proposition 4.4.2 If all conditions of Assumption 4.4.2 are satisfied,
then for expression (4.4.2)

Du(t,z,n) <u"G(P,S)u, t#m(x),

(4.4.4)
forall (t,z,P,S) € To X Npo X P xS

where

uh = (1(v11(t,21)), @2(v22(t, 22)), - P (Vmm (t, Tm))),

G(P,S)Z[Uji(P,S)], j7i:1,27...7m7
0j;(P,S) = Pél) +o (P S), j=1,2,...,m,
0ji(P,S) =p;i(P,S), j#i, ji=12...,m.

Proposition 4.4.2 is proved in a similar manner as Lemma 2 in Martynyuk
and Miladzhanov [1].

Corollary 4.4.1 Let all conditions of Assumption 4.4.2 be satisfied. If
there exists a constant matrix @ such that for the matrix G(P,S) the
inequality

(4.4.5) (G(P,S)+GM(P,S)) <Q, forall (P,S)eP xS

1
2
holds component-wise and

(1) A (Q) <0
(2) A (Q) <.
Then the estimates

(4.4.6)

Du(t,z,n) < A (Q)om(v(t,x,m)), forall (t,z) € Ty x Nyo;
(4.4.7)

Du(t,z,n) < A (Q)oum (v(t,z,n)), forall (t,x) € Ty x Nyo;
are satisfied respectively.

Proof Let all conditions of Assumption 4.4.2 be satisfied and there exist
a constant matrix @ satisfying the inequality (4.4.5). In this connection
Proposition 4.4.2 yields

Du(t,z,n) < u'G(P,S)u < u'Qu < Ay (Q)||ul]?

{ A (@)pm (v(t, z,m)  if A (Q) <0

= )\M(Q>;%(Uﬂ'j(t’xj> = A (Q)en (v(t, z,m)) i A (Q) > 0.
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Assumption 4.4.3 Assume that there exist

(1) the functions u;;, j,¢ =1,2,...,m, mentioned in Assumption 4.4.1

and functions ¢;, j = 1,2,...,m, ¥n, ¥u, ¥;(0) = ¢¥n(0) =
¥ar(0) = 0, such that on the domain 7y x D(po)

(4.4.8) 0 <Wm(olr i (v (Ti(2?), 25)) < Y (v(Tr (), ),

1=1,2,...;
(2) constants a§1) (2) aj (j#1), 4,0=1,2,...,m, and

J ’

(a) 03 {vj;(me(a?), a5 + Jij (7)) = vjj(mh, (27),25)}

< agl)w](»z)(vjj(m, (27),z;)) forall z; € N, j=1,2,...,m;
(b)Y i {vy (7 (@), @5 + Ty (@) — v (@), 25 + Jij(27))}
j=1

+ vy (T (), 25) — vy (T (), )

+2 i zm:njm{”jl(Tk(x)» x4+ Jij (@), 1+ Ju(z))

=11=2
—vji(mr(), 25, 1)} < Z o\ (v (i (27), z5))
F2) 0 ot (v (e (), 25)) o (vu (i (), 1))
=1 1=2

for all (zj,2) € Njp X Ny, k=1,2,...
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Stability Theory of Large-Scale

Dynamical Systems Impulsive Large-Scale Systems

Proposition 4.4.3 If all conditions of Assumption 4.4.8 are satisfied,

then
(4.4.9) o(1e(x), 4+ Jp(z)) — v(1(2), ) < upCug,
where
UE = (7111(7711(77@(551)"751))3 sy ¢m(vmm(7k(xm)7wm)))a k=1,2,...,

C:[CJZ] j7i:1727"'ama Cji = Cij,

c”:a()+a(), cii =i, J#4, §i=1,2,...,m

Proof Under all conditions of Assumption 4.4.3 we have

(i (@), @ + Ji (@) = v(m(@), ) = 0" [o(r(@), @+ Ji(2)) — v(m(z),2)]n

3 {vi; (i (@), 25 + Jij(2)) — v (mh (), 25)}

[

J

+2) 3 v (k) 5 + Tk (), @+ Ju(@) — vju(7e(@), 5,20)}
j=11=2
>3

pnqs

{UJJ(Tk( ) Lj +Jk1($J))_UJJ(Tk( ) zj)}

<.

¥ Il
MS I

ni{vs; (e (), 5 + Jij(2)) — vj5 (me(a?), 25) }

<
Il
—

+ > vy (k(®), 5+ Jiy ()

j=1

+ QZ > nm{va (@), @5 + Jij (@), 20+ Ja(@) — vju(mi(@), @5, 20)}

=2
>
<ol (g (m(a), 25)) + 3 a9l (0 (ri(27), )

Jj=1

= (v (me(@?), 2)) e (vn (e (al), 21)) = ufCug, k=1,2,....

J,l=1

Corollary 4.4.2 If all conditions of Assumption 4.4.3 are satisfied and

(1) )\M(C) < 0;
(2) Am(C) >0,

then for all = € Nyo

127
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(4.4.10)

v(Tk(2), 25+ Jij (@) = v(Tr(2), ) < A (C) o (v(70(2), 2));
(4.4.11)

v(Tk (@), 5 + Jij () — v(7k(2), ) < Ap(C) has (v(7k(2), 7))
respectively. Here A\j/(C) is a maximal eigenvalue of the matrix C.
Corollary 4.4.2 is proved in the same way as Corollary 4.4.1.
Assumption 4.4.4 Assume that there exist

(1) the functions uj;, j,i = 1,2,...,m, mentioned in Assumption 4.4.1

and the functions v¢;, j = 1,2,...,m, ¥m,, ¥y mentioned in As-
sumption 4.4.3;

(2) constants B§1)7 65—2)7 Bjis J #i, Jyi=1,2,...,m, and for all k=
1,2,...

(a) n2uii(m(a?), 2 + Jij(27)) < B2 (g5 (ri(a?), ;)

forall z; € Nj;, j=1,2,... ,m;

(b) > i {vsi (@), 25 + i (@) — vy (7 (@), 25 + i (27))}
j=1

NE
NE

2

_|_

i (Te(x), x5 + Ji(x), 21 + Jp(x))
1k

2

2

s

P2 (v (e (27), 25))

I M=y
NE

J

2

+

Bt (vss (T (@), ) )hr (v (7 (21), 1))

1

J

VIl
S

for all (xj,z;) € Njg x Nig.

Proposition 4.4.4 If all conditions of Assumption 4.4.4 are satisfied,
then

(4.4.12) v(mp(x), x4+ Jp(z)) < ufC*up, k=1,2,... forall z €N,

where

* * 2. * *
C :[Cji}v ],221,2,...77’7@7 Cji:Cij7

;=80 48P =8y foral j#4, ji=1.2,...,m.

The proof of Proposition 4.4.4 is similar to that of Proposition 4.4.3.

Corollary 4.4.3 If all conditions of Assumption 4.4.4 are satisfied and
(1) /\M(C*) < 0;
(2) /\M(C*) > 0,

then for all ¥ =1,2,... and for all = € Ny
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(4.4.13) v(1(2),  + Ji(2)) < Ap (C*)hm (v(7k(2), x)),
(4.4.14) (e (2),  + Je(x)) < A (C*)ar (v(Te (), )

respectively.
Here A\p/(C*) is a maximal eigenvalue of the matrix C*.
Corollary 4.4.3 is proved in the same way as Corollary 4.4.1.

Assumption 4.4.5 Assume that the conditions (1) and (2) of Assump-
tion 4.4.2 are satisfied and in the inequalities of condition (3) of Assumption
4.4.2 the inequality sign “<” is reversed “>”.

Proposition 4.4.5 If conditions of Assumption 4.4.5 are satisfied, then
for expression (4.4.2):

(4.4.15) Du(t,z,n) > uG(P,S)u t#m(x), k=1,2,...

where u and G(P,S) are defined as in Proposition 4.4.2.

Proof Let conditions of Assumption 4.4.5 be satisfied, then (4.4.15)
yields:

Do(t,z,n) = n'DU(t,x)n =

m m m
Z nj(-Q)vaj (t,z;) +2 Z Z niymDu (¢, x;,x1)
j=1 j=11=2
>3
360°
thinking.
u
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I
Ms

U Dyvj; + (Day0i) Tt 27) + (Day05) S5 (85 (¢, 2, Py) )

<.

5
NE

NN
VI
— Qv

nim{ Devji + (D jv) T (f5(t,27) + S;(8)r;(t, 2, p;))

<
Il
_

+ (D2 vi0) (it 2") + Sit)ri(t, 2, p1))}

> 3" + 2P (P,5)) 2 ()5t )

+
'E\%S T_‘.MS
NE

v

pit(P, ) ;v (t, x5))er(vu(t, m1)) = w G(P,S)u

<
Il
—
RN V]

for all t # m(x), k=1,2,....

Corollary 4.4.4 Let all conditions of Assumption 4.4.5 be satisfied. If
there exists a constant matrix L such that for the matrix G(P,S) the
inequality

(4.4.16) G(P,S)>L forall (P,S)eP xS

holds component-wise, and
(1) An(L) < 0;

then the estimates from below

(4.4.17) Do(t,z,n) > A (L) o (v(t, z,m)),
(4.4.18) Dou(t,z,n) > A (L) pm(v(t, z,7))
for all (¢,2) € Ty x Nio

hold true respectively.
Here \,,,(L) is a minimal eigenvalue of the matrix L.
The proof is similar to that of Corollary 4.4.1.

Assumption 4.4.6 Assume that the condition (1) of Assumption 4.4.3
is satisfied and in condition (2) the inequality sign “ <” is reversed “ >7.

Proposition 4.4.6 If all conditions of Assumption 4.4.6 are satisfied
forall k=1,2,..., then
,U(Tk(l'), T+ Jk(x)) - U(Tk(x)v‘x) > urlgcuk, k= 1, 23 BREE)

4.4.19
( ) for all = € Ny,

where ui and L are the same as in Proposition 4.4.5.
The proof is similar to that of Proposition 4.4.3.

Corollary 4.4.5 If in the inequalities (4.4.19) A,,,(C) > 0, then for all
E=1,2,...

o(mi(z), « + Ji(2)) = v(7k(2), ) 2 An (C)bmv(7h(2), ),

4.4.20
( ) forall z€ Ny, k=1,2,....
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Assumption 4.4.7 Assume that the condition (1) of Assumption 4.4.4

is satisfied and in condition (2) of Assumption 4.4.4 the inequality sign
<” is reversed “ >".

Proposition 4.4.7 If all conditions of Assumption 4.4.7 are satisfied,
then for all k=1,2,...

(4.4.21) v(mi(z), © + Ji(2)) > upC*uy, for all € Nyo,
where ui and C* are the same as in Proposition 4.4.4.

The proof is similar to that of Proposition 4.4.3.

Corollary 4.4.5 If in the inequality (4.4.21) A\,,,(C*) > 0, then for all
k=1,2,...

U(Tk(x)v T+ Jk(x)) > )\m(C*)me(Tk(f),f),

4.4.22
( ) forall z€ Ng, k=1,2,....

Assumption 4.4.8 Let
II; = {(t,zj) € To x R™: w;;(t,z;) >0}
be the positiveness domains for the functions
uj;(txy), j=1,2,...,m,

and for every t > tg they have non-zero open intersection with the plane
t = const adjoining to the origin, and in this domain the functions Uj;,
j,t=1,2,...,m, are bounded.

Proposition 4.4.8 If all conditions of Assumptions 4.4.1 and 4.4.8 are
satisfied and the matriz A in the estimate (4.4.3) is positive definite, i.e.
Am(HTAH) > 0, then

(a) the domain II = {(t,z) € To x D(p): v(t,z,n) > 0} of positiveness

of function v(t,z,n) for any t € Ty has non-zero open intersection
with the plane t = const adjoining to the origin;

(b) on the domain 11 the function v(t,z,n) is bounded.

Proof 1If the conditions of Assumption 4.4.1 are satisfied together with
the condition \,,(HTAH) > 0, then the positiveness domain of the func-
tion v(t,x,n) is

I ={(t,x) € To x D(p): = # 0}

which has an open intersection with the plane ¢ = const for each t € 7.
Moreover, the positiveness of the functions w;;(¢,z;), j = 1,2,... ,m, is
a necessary condition for the positiveness of function wv(t,z,n), therefore
I C ﬂ;"zl II; for every j = 1,2,...,m by the condition of Assumption
4.4.8 has non-zero open intersection with the plane ¢t = const adjoining to
the origin. This proves the assertion (a) of Proposition 4.4.8.

The boundedness of functions uj;, j,% = 1,2,...,m, implies that the
matrix U(¢,x) is bounded, but then the function v(t,z,n) constructed by
formula (4.4.1) will be bounded as well.

4.4.2 Tests for stability and instability = The results presented in
Section 4.4.1 enable us to formulate the following theorems on stability

and asymptotic stability of the zero solution of large scale impulsive sys-
tem (4.2.4).
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Theorem 4.4.1 Let large scale impulsive system (4.2.4) be such that
(1) 4n the domain Ty x D(p) all conditions of Hypotheses 1, 2 and 3
are satisfied;
(2) the matriz A is positive definite (i.e. Ay, (HYAH) > 0);
(3) there exists a negative semi-definite or equal to zero matriz Q such
that for the matrix G(P,S) the estimate
S(G(P.5) +CN(P.S5) <Q
forall (P,S)eP xS, t#m(z), k=1,2,...,
is satisfied element-wise;
(4) the matriz C is negative semi-definite or equal to zero (i.e.
A (C) <0).
Then the zero solution of large-scale impulsive system (4.2.4) is stable
on PxS.
If condition (4) is modified as follows

(5) the matriz C is negative definite (i.e. A (C) <0),
then the zero solution of large scale impulsive system (4.2.4) is asymptoti-

cally stable on P x S.

Proof Under the conditions of Assumptions 4.4.1, Proposition 4.4.1 and
condition (1) of Theorem 4.4.1 the function v(¢,z,n) (see (4.4.1)) is pos-
itive definite. The conditions of Assumption 4.4.2, Proposition 4.4.2 and
condition (3) of Theorem 4.4.1 imply

Dou(t,z,n) <0 forall (P,S)eP xS, t#m(x), k=12,...
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and the conditions of Assumption 4.4.3, Proposition 4.4.3 and condition (4)
of Theorem 4.4.1 yield

v(te(z), + Jp(2)) <v(me(z),z), t=m(z), k=1,2,....

In this connection for each pair (P,S) € P x S the conditions being suf-
ficient for the stability of the zero solution of large scale impulsive system
(4.2.4) are satisfied on P x S.

If instead of condition (4) of Theorem 4.4.1 the condition (4.2.4) of the
Theorem is satisfied, then Proposition 3 and Corollary 4.4.2 yield

v(1i(x), © + () —v(1e(z), ) < A (O (v(m(x),2)), k=1,2,...

and therefore the conditions being sufficient for asymptotic stability are
satisfied for every (P,S) € P x S. Hence, the zero solution of large scale
impulsive system (4.2.4) is asymptotically stable on P x S.

Theorem 4.4.2 Let large scale impulsive system (4.2.4) be such that

(1) on the domain Ty x D(p) Hypotheses 1, 2 and 4 are satisfied;
(2) the matriz A is positive definite (i.e. )\miHTAH) > 0);

(3) there exists a negative definite matriz @@ € R™*™ such that the
estimate

(G(P,S)+GT(P,S)) <Q forall (P,S)eP xS

N =

is satisfied;
(4) /\M(C*) >0
(5) the functions Ti(x), k=1,2,..., satisfy the inequality

su min T r)— max Tg(z)) =60 >0,
kp<I€D(P) e (@) = max, il ))

where p < po.

If there exists a constant «g > 0 such that for every o € (0,a0] the
functions o (y) and Yy (y) satisfy the inequality

A (C*)bar (@)
dy
A (Q) om(y)

«

(4.4.23) -

then the zero solution of large scale impulsive system (4.2.4) is stable on
PxS.

If instead of inequality (4.4.23) for some v > 0 the inequality
Am (CT)Ym ()
1 dy
A (Q) m(y)

[e3

(4.4.24) -

is satisfied, then the zero solution of large scale impulsive system (4.2.4) is
asymptotically stable on P x S.
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The proof of Theorem 4.4.2 is similar to that of Theorem 4.4.1.

Theorem 4.4.3 Let large scale impulsive system (4.2.4) be such that
(1) on the domain Ty x D(p) Assumptions 4.4.1, 4.4.2 and 4.4.4 hold;
(2) the matriz A is positive definite (i.e. Ay (HTAH) > 0);

(3) there exists a matriz Q@ € R™*™ for which

(a) % (G(P,S) +GT(P.S)) <O forall (P.S)cP xS8;

(b) Am(Q) > 0;

(4) A (C*) > 0;
(5) the functions Ti(x), k = 1,2,..., satisfy for some 61 > 0 the
inequality

ma; r)— min 7_1(x) < 64, < po;
:I:GD(}:))TIC( ) IGD(p)Tk 1( )7 ! p=Po

(6) there exists a constant ag such that for every a € (0, ap] the func-
tions om(y) and Y (y) satisfy the inequality

«

(4.4.25) A (Q) em(y)

A (C*)hnr (@)

> 01+ 7.

Then the zero solution of large scale impulsive system(4.2.4) is asymp-
totically stable on P x S.

The proof of Theorem 4.4.3 is similar to that of Theorem 4.4.1.
Assume that large scale impulsive system (4.2.4) is decomposed into m
interconnected impulsive subsystems (4.2.4), (4.2.5).

Theorem 4.4.4 Let large scale impulsive system (4.2.4), (4.2.5) be
such that
(1) Assumptions 4.4.1, 4.4.5, 4.4.6 and 4.4.8 are satisfied on the do-
main II;
(2) the matriz A is positive definite (i.e. Ap(HTAH) > 0);
(3) there exists a positive semi-definite or equal to zero matriz L €
R™>™ for which

(G(P,S)+GY(P,S)) > L forall (P,S)ePxS;

N~

(4) the matriz C is positive definite (i.e. Ay (C) > 0).
Then the zero solution of large scale impulsive system (4.2.4), (4.2.5) is
unstable on P x S.

Proof Under the conditions of Assumptions 4.4.1 and 4.4.8, Propositions
4.4.1, 4.4.8 and condition (2) of Theorem 4.4.4 the function v(¢,z,n) is
positive definite and possesses properties (a) and (b) (see Proposition 4.4.8).
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Assumption 4.4.5, Proposition 4.4.5 and condition (3) of Theorem 4.4.4
imply that for every pair (P,S) € P x S the inequality

Dv(tvw’n)zov t#Tk‘(x)v k:1727-~'7

is satisfied.
Under the conditions of Assumption 4.4.6, Proposition 4.4.6, Corollary
4.4.5 and condition (4) of Theorem 4.4.4 one has

D(Tk($), T+ Jk(w)) - U(Tk(x)ax) > )\m(C)’lﬂm(’U(Tk(.’E),x)), k=1,2,....

Moreover, for every pair (P,S) € P x S all hypotheses of Theorem 1.4.7
are satisfied with function ¥(y) = A\ (C)m (y) i.e. the zero solution of the
system (4.2.4), (4.2.5) is unstable on P x S.

Theorem 4.4.5 Let large scale impulsive system (4.2.4), (4.2.5) be
such that

(1) Assumption 4.4.1, 4.4.5, 4.4.7 and 4.4.8 hold in the domain II;
(2) the matriz A is positive definite (i.e. Ay (HTAH) > 0);
(3) there exists a matric L € R™ ™ such that
1 ~

(a) 5 (G(P,S) +GY(P,S))>L forall (PS)cPxS;

(b) Am(L) < 0;
(4) the matriz C* is positive definite (i.e. A\p(C*) > 0);
(5) for some constant 61 > 0 the functions 7i(x) satisfy the inequali-

ties
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a — min T_1(z) <6, p< 0 k=1,2,...;
eran;)Tk(z) L 7 1(x) <01, p<po fora

(6) there exists a constant o such that for every o € (0,ap] the func-
tions o (y) and Vn(y) satisfy the inequality

Am(C*)wm (O‘)

1
(4.4.26) "D ont(9)

e

> 01 +7.

Then the zero solution of large scale impulsive system (4.2.4), (4.2.5) is
unstable on P x S.

Theorem 4.4.5 is proved in the same way as Theorem 4.4.4. Besides, for
each pair (P,S) € Px S all conditions of Theorem 1.4.6 with the functions

¢y) = =Am(L)eam(y) and  P(y) = An(C)Pa(y)-

are satisfied.
Theorem 4.4.6 Let large scale impulsive system (4.2.4), (4.2.5) be
such that

(1) Assumption 4.4.1, 4.4.5, 4.4.7 and 4.4.8 hold in the domain II;
(2) the matriz A is positive definite (i.e. Ap(HTAH) > 0);
(3) there exists a positive definite matriz L* € R™*™ for which

(G(P,S) +GX(P,S)) > L* forall (P,S)ePxS;

N | —

(4) An(C*) > 0;
(5) for some constant 6 > 0 the functions 1i(x) satisfy the inequality

i _ — =0>0, < po;
owp {2, o1 ¢) = mg ) p<m

(6) for a constant v > 0 the functions o, (y) and ¥, (y) satisfy the
inequality

Am (L*) Pm (y)
Am (C)m (a)

Then the zero solution of large scale impulsive system (4.2.4), (4.2.5) is
unstable on P x S.

This Theorem is proved in the same way as Theorem 4.4.4. We note
that all hypotheses on instability of Theorem 1.4.6 are satisfied with the
functions

oY) = A (L) om(y) and  Y(y) = An(CT)Ym(y),

provided all conditions of Theorem 4.4.6 hold.

Ezample 4.4.1 Consider an impulsive fourth order system consisting of
two subsystems of the second order which are described by the systems of
equations

dl‘j

== a3 + 0,527 + 0,255,127 + 0,38;2(t)a?,
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(4.4.27) t# 7e(@1, 22),
Ax] = —J,‘j—f—O'LL‘i7 t:Tk(x17x2>7

Ji=12 j#i,
where z; = (z1,752)" € R?, j=1,2.

In this example P = {0} and the structural matrices S;(t) are of the
form

/10 Sp(t) 0 Spt) 0 -
50=(o v " s 0 suw)e I

S(t) = diag {S1(t), S2()}-
The structural set of the system (4.4.27) is defined as

S = {S(t) S(t) _ (Slo(t> S2O(t>> , Sj(t) = (127 Sjllg, S]‘Q(t>12>7

Sji(t)E[(L” for all t € R, Sji(Tk(CL‘)):O, 7,0 =1,2, k:LQ,...}.

For the system (4.4.27) we construct the matrix function U(z) with the
elements

vjj(z;) =5, j=1,2 wiaar,22) = 0,5z12,
satisfying the estimates

Ujj(IEj) > ||xj||27 ]: 1723

vi2(21, 22) = va1 (21, x2) > —0,5||z1 || ||z2].

1 -0,5
A(0,5 1)

Let nT = (1,1), then for the above-mentioned matrix-valued function
U(z), the elements of matrix G(S) (see (4.4.4)) and matrix C' (see (4.4.9))
have the form

The matrix

is positive definite.

0‘11(8) =—-1,5+ 0,5811<t) + 0,6822(t) < —0,4;
022(5) = 7175 + 076512(t) + 075521(t) § 7074;
012(8) = O, 05(511(t) + Szl(t)) + 0, 15(812(t) + Sgl(t)) S 0,4,

0_2 . 1 |O'2; 1|
C =
|U2 — 1| 2 1
2

It is easy to verify that the matrix )

~0,4 0.4
G(S)SQ:((M —o4>

is negative semi-definite, and the matrix C' for ¢ = +1 is equal to zero,
and for |o| <1 it is negative definite (i.e. Ay, (C) < 0).
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Since all conditions of Theorem 4.4.1 are satisfied, the zero solution of
the impulsive systems (4.4.27) under nonclassical structural perturbations
for o = £1 is stable on S and for |o| < 1 is asymptotically stable on S.

4.5 Linear Systems Analysis

We consider the linear large scale impulsive system decomposed into m

subsystems
d{Ei -
i :Aixi+ZSiinjxj7 t#’]’k(x%
j=1
(45.1) Azi = Jwi + ) Jrigej, ¢ = (),
j=1
J#i
i=1,2,...,m, k=1,2..,
where x; € R™, Z n;, =mn, r= (:E;F, l‘g‘, . ,ZZIEL)T € R", Ai, Jki, Aij, Jkij

are constant matzriées of the correspondent dimensions, the set S and ma-
trices S, S;, S;; are defined in Appendix 1, the values 74(z), k =1,2,...
are ordered by 7 () < 7p+1(7) and such that 7(z) — +o00 as k — +o0.
We shall assume, for simplicity, that the system (4.5.1) satisfies all re-
quired conditions so that all solutions z(t) = x(t,to, z¢) of (4.5.1) exist for
all ¢ > to.

~

UROPEAN
# BUS INESS
SCHOOL

FINANCIAL TIMES

At
’ R #gobeyond

..
‘
!

MASTER IN MANAGEMENT

- ) .
. Because achieving your dreams is your greatest challenge. IE Business School's Master in Management taught in English,

Spanish or bilingually, trains young high performance professionals at the beginning of their career through an innovative
and stimulating program that will help them reach their full potential.

Choose your area of specialization.
Customize your master through the different options offered.
Global Immersion Weeks in locations such as London, Silicon Valley or Shanghai.

Because you change, we change with you.

www.ie.edu/master-management mim.admissions@ie.edu W in VouTibe i3

0

Download free eBooks at bookboon.com


http://s.bookboon.com/IE

For the system (4.5.1) we construct a matrix-valued function
(4.5.2) U(z) = [vij(2i, z5)], 4,5=1,2,...,m

with the elements

(453) ’U“(.’EZ) = .’EZTB“.%Z, 1= 1, 2, o.M
and
(454) ’Uij(.ifi,mj) :m;FB,;jxj, ’L7éj, ’L,j = 1,2,... , M.

Here B;; are constant positive definite matrices, and B;; are constant ma-
trices.

We introduce the following assumption.

Assumption 4.5.1 Assume that there exist

(1) the matrix-valued function (4.5.2) with the elements (4.5.3) and

(4.5.4);
(2) the constants aj;, bji, 4,5 =1,2,...,m, satisfying the estimates
(a) CL“H.Z‘1H2 < U“(J?Z) < b”||$7||2 for all z; € MI7 1=1,2,...,m,

() agillzsll |zl < Usj(@i, ;) < bjilla|| (o]l for all - (zi,25) € Nig ¥
'/\[jzv Z#Ja ivj:172a"'7m'

Proposition 4.5.1 If all conditions of Assumption 4.5.1 are satisfied,
then the function

(4.5.5) v(z,n) = nTU(m)n, neRy, n>0
satisfies the bilateral inequality

uTHYAHu < v(z,n) < u"H'BHu

4.5.6
( ) forall €Ny =Nz x Nog X ... X Nppg.
Here

ut = ([l Hx2H’ v lzml), A= [aij}’
B:[bij], H:diag[m,ng,... 777m}
The proof of Proposition 4.5.1 is similar to that of Proposition 4.4.1 (see

and cf. Djordjevic [1]).
Together with the function (4.5.5) its total derivative

(4.5.7) Dv(x,n) = n*DU(z)n

along the solutions z(t,tg,zo) of the system (4.5.1) is constructed

Assumption 4.5.2 Assume that there exist
(1) the matrix-valued function (4.5.2) with the elements (4.5.3) and
(4.5.4);
(2) the constants f){jl)(S), b{f)(S), pi;(S), i # 4, 4,7 =1,2,...,m,
and
(2) mH{(Da, Uiy () Ags} < P50 [las]|? forall @ € Ao,
j=12...,m;
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Z (D, Ujj(x5)) ZSWAZ]mZ

2#]
+2) > njm{(ijUji(xj»fﬂz‘))T<Ajij+25ka‘f4ka‘fﬂk>
j=1i=j+1 k=1
k#j
+ (Dzj Uji(zj, 7)) (Aiw; + Z SikAik-Tk> }
o
2
<> s HxJH2+2Z Z G EANEN
j=1 j=1li=j+1

for all (z;,x;) € Njuo X Nigo xS, (1 #j), 4,j=12,...,m

Proposition 4.5.2 If all conditions of Assumption 4.5.2 are satisfied,
then for expression (4.5.7) we get

(4.5.8) Du(z,n) < uTG(S)u, forall € Ny xS,

where

ut'= (el 2l - llzml),
G(S) =16;(9)], i.j=1,2,...,m,
75i(S) = 7:5(5),
7;5(5) =75 +7,7(S).
75:(S) =p;(S), j#4, ,j=12,...,m

The proof of Proposition 4.5.2 is similar to that of Proposition 4.5.1.
It can be easily verified that for ¢ # 7(z), k =1,2,..., the estimate

(4.5.9) Duo(x,n) < M\ (G(9))||ull?, forall =€ Ny, forall SeS

is true. Here Ap/(-) is the maximal eigenvalues of (-). If nT = (1,1,...,1) €
R then from (4.5.6) we get

(4.5.10) Am(A) [l < v(@,m) < Aar (B)ful|?
and for A, (A) >0 we get
(4.5.11) M (B)u(z,n) < Jlull® < A5 (A)v(, ).

Therefore, the estimate (4.5.9) can be represented as
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Proposition 4.5.3 If for the system (4.5.1) the condition (1) of As-
sumption 4.5.1 is satisfied, then for the function (4.5.5) when t = 74(x),

k=1,2,..., the inequalities

(4.5.12) v(x + Je(z), 1) —v(z,n) < uf Cug;
and

(4.5.13) o(z + Ji(x), ) < uf C up,

are satisfied, where
up = (e (@), llz2(me@)I, -, lzm (@),

Je(x) = Jkizi + Z Jkij T,

j=1

J#i
C:[Eij]a Cij = Cji, 4,J=1,2,...,m,
—* —% —k _— ..
c :[Cij]7 Cii =Cuy, LJi=12,...,m,

¢i = (Cii), @j= ,\11\//[2(Cij0i1;), i, i,j=1,2,...,m,
)\}\//[2() is a norm of matriz (-),
¢a=Aa(Ch), @ =NP(CHCE), A ii=12m;
and
Cii = J;Bii + BiiJii + J; B Jri + i Jiij Bij Jrji

Jj=1
J#
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Ms

(BZJJkﬂ + Jk]z ij) T E : szB’LJJkJZ + Jkngkan)
j=1
J#i

m
Z J}cliBlijji + J;;l;iBlijli), 1=1,2,...,m;
:1 =1

#i ki

Cij = BiiJrij + JkTijBiz + Ji&Bii Jyij + JkTijBiz + Ji

Ms A

+ > (IBudi; + T Budi) + By + J5Bij + JiiBij i
l

=1
1#i,]

+ Z (BiJkij + J,;[;iBlj + J,;l;BilJ/glj + J,;l;iBlijj)
=1
144,
+ZZJI’€II‘Z'BZT‘]I€T‘J'7 Z#]a i7j:172a"'am;
=1 1=1
l#r

Cii =Bu+Ci, Cj=Bij+Cy, i#j i,j=12,...,m.

Proof First we consider the inequality (4.5.12). For all ¢t = 7 (z), k =
1,2,..., for the function (4.5.5) and the system (4.5.1), we have

v(x + Ji(x), n) —v(x,n) ZU <xi+Jkizi+ZJkijx]~>
i=1 j=1

i
+ 2 Z Z Us; (fﬂl + Jrir; + Z Jrixy, v+ Jgjx; + Z kall'l>
=S 2 =
= Uiilwi) =2 Usj(wi,z5)
i=1 i=1 ‘]721
m m T m
= Z (xz + Jriw; + Z Jkijiﬂj) Bi; (xz + Jkizi + Z Jkijxj)
7 E
Z Z (:L‘Z + Jrix; + Z Jk:zlxl) i (l‘j + kal'j + Z kal%)
=i 7 =
— Zx Bjix; — 222&0 Bijx;
=1 j=1
Jj>i

= ZI?<BMJM + JoiBii + i Bii ki + Z J;};iBz‘ikai>Ii
i=1 =1
J#i

+2 Z ZI?(BMJM]' + Jii Bii + JiiBiidrig + Ji Biidwi
i=1 j=1
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( i + ki + JijiBij)

Z thB”Jkl] + Jk;ljBllelz ).r] + Zx {

=1 i=1 J
1#i,j J

Tl
SO

+ Z(J,};Biijji + JoiBijJri) + Z Z (Tt Buj Tiji + Jl;rjiBlijli)}xi
j=1 =1 j=1

J#i 1£i i
23 Zx?{Biijj + JiBij + JiBijJij
i=1 j=1
>i
+ Z(Biljklj + Ji By + J3Budwy + JBiiJig) + ZZ JEBZTJTj}xj
i I=1r=1
SILLTEE ot o
=1 j=1
3>
Z Cii) szll2+2ZZA”2 Coi C) il 51| = ufCus,
i=1 i=1 j=1
>
k=1,2,....

Inequality (4.5.13) is proved in the same way.
Corollary 4.5.1 If all conditions of Proposition 4.5.3 are satisfied, then

for the function (4.5.5) for ¢ = 7(x), k=1,2,..., the following estimates
hold true

(4.5.14) v(z + Ji(x),n) —v(z,n) < Av(z,n)

where

A { M ()N} (B)  for Ay (C) <0
L An(@A(A) for Ay (C) >0
and
(4.5.15) v(z + Ji(z),n) < A%v(z,n),

where

*

A (CHNL(A)  for Ay (CT) > 0.
The assertions (4.5.14) and (4.5.15) follow from Proposition 4.5.3 and
the inequality (4.5.11).

A { A (CHAE(B)  for Ay (CT) <0,

Proposition 4.5.4 If t # 1 (x), k=1,2,..., then for the total deriva-
tive (4.5.7) of the function (4.5.5) the estimate
(4.5.16)

Du(z,n) > u"G(S)u for all (x#0)€ R™ and forall ScS

is true, where

G(S) = [g;;(9)], aij=a, i,j=12,...,m,

ij — ji

g =p,; P9, i=12,....m, SE€S

1
ii=1,2,...,m, i3]
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P and B%(S ) are minimal eigenvalues of the matrices

i—1
Py =y nini(BJSisAji + (S5iA51)"Bji)
j=1

m
+ Z min;(BijSii + (S5 Aji) " Bij), i#i=1,2,...,m,
j=it1

the vector uT is defined as in Proposition 4.5.4, and Prijr T = 1,2,3; 4,5 =
1,2,...,m, are computed.

The proof of Proposition 4.5.4 is similar to that of Proposition 4.5.2.
Let nT= (1,1,...,1) € R7'. Then in view of (4.5.16) and (4.5.11) the
inequality

(4.5.17) Du(z,m) > An(G(9))|u||?, forall SeS

can be rewritten in the form

An(G(9)AH (A)v(x,m)  for Am(G(S)) <0
Am(G(S))Ay (B)o(w,m)  for Am(G(S)) > 0.

Dv(z,n) > {

L, =
[:: = _,JI ‘\
1-..<| .1 i.-‘ o S\j
’ = caendh
neco e
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Proposition 4.5.5 Let t = 7i(x), k =1,2,..., then for the function
(4.5.5) and the system (4.5.1)

(a) ’U(.’L'-i-Jk(fL'), 77)_71(%77) ZU;CFQUIC; k:1a27
and
() v(z + Je(z), n) > ufCru, k=1,2,...,

where

C= [Qij]» Cij = Cjsi» 1,j=12,... ,m,
* [ % « % .
¢ _[Qij]v Cij = Cji» 1,7=1,2,...,m,

)\m«(c’ii)7 Qij = _Eljv Z7é.7a Za] = 1727"' , My
Q;('L:)\TVL(CZ(Z)? QZ} :_Ej]? 7’7&]’ Za]:1727 ,

and u", Ji(z), Cijs Cijs Cis» Ciy are defined as in Proposition 4.5.3.

Proof The proof of this Proposition is similar to that of Proposi-
tion 4.5.3.

Corollary 4.5.1 If all conditions of Proposition 4.5.5 are satisfied, then
for the function (4.5.5) and the system (4.5.1) for ¢t = 7 (x), k=1,2,...

(a) v(z+ Jk(x), n) —v(x,n) > AV (x,n), where

A Am(C)ALH(A) - for A (C) <0
= { Am(C)N}(B)  for Ap(C) >0

and

(b) V(z+ Ji(z), n) > A"V (z,n), where
o [ Am(@)AZHA) for Am(CT) <0,
a= {0 (B) for An(C7) > 0.

Proof The proof follows from Proposition 4.5.5 and (4.5.11).

Theorem 4.5.1 Let the system (4.5.1) be such that the matriz-valued
function (4.5.2) is constructed with the elements (4.5.3) and (4.5.4) and

(1) the matriz A in (4.5.6) is positive definite, i.e. Ay (A) > 0;

(2) there exists a matriz Q such that for the matriz G(S) the estimate

%(5(5‘) +G(S)<Q forall SES

is satisfied component-wise;
(3) the matriz Q is negative semi-definite or equal to zero, i.e. the in-
equality Am(Q) < 0 holds.

Then the zero solution of the system (4.5.1) is stable in the whole on S.
If instead of the condition (3) the following condition is satisfied
(4) the matriz C in (4.5.12) is negative definite, i.e. Ay (C) <0,
then the zero solution of the system (4.5.1) is asymptotically stable in the
whole on S.

The proof of Theorem 4.5.1 is similar to that of Theorem 4.4.1.
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Theorem 4.5.2 Let the system (4.5.1) be such that the matriz-valued
function (4.5.2) is constructed with the elements (4.5.3) and (4.5.4) and

(1) the matriz A in (4.5.6) is positive definite, i.e. A\, (A) > 0;

(2) there exists a negative definite matriz Q— € R™*™ such that

%(G(S) +GS) <O forall SES;

3) Au(CY) > 0;

(4) the functions 7(x), k=1,2,..., satisfy the inequality
Tht1 (@) — (z) =6, 0>0.

If

(4.5.18)

*

_Au(B) A (C)
then the zero solution of the system (4.5.1) is stable in the whole on S.
If instead of (4.5.18) the condition
A(B) (@)
@) M@ =0
holds for some v > 0, then the zero solution of the system (4.5.1) is asymp-
totically stable in whole on S.

Proof The assertion of Theorem 4.5.2 follows from Theorem 4.4.2.

<4,

(4.5.19)

Theorem 4.5.3 Let the system (4.5.1) be such that the matriz-valued
function (4.5.2) is constructed with the elements (4.5.8) and (4.5.4) and

(1) the matriz A in (4.5.6) is positive definite, i.e. Ay (A) > 0;
(2) there erists a matriz QT € R™ ™ for which

(a) G(S)<Q* forall S€S

(b) Am(QF) >0;
(3) Au(CT) >0;
(4) the functions T(x) satisfy for some 61 >0 and for all k =1,2,...

the inequality
Tr(2) — =1 (2) < 0.

If in addition the condition
A (4)

A(4)
(@) (e =0

is satisfied, then the zero solution of the system (4.5.1) is stable in the whole
on S.
If instead of (4.5.20) the inequality

A (A) A (A)
A (QF) o A (C*) 20+

holds for some ~y > 0, then the zero solution of the system (4.5.1) is asymp-
totically stable in the whole on S.

(4.5.20)

Proof The assertion of this theorem follows from Theorem 4.4.3.
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Theorem 4.5.4 Let the system (4.5.1) be such that the matriz-valued
function (4.5.2) is constructed with the elements (4.5.8) and (4.5.4) and
(1) the matriz A in (4.5.6) is positive definite, i.e. Ay, (A) > 0;
(2) there exists a positive semi-definite or equal to zero matriz Q such
that for the matriz G(S) the estimate

% (G(S)+G'(S)>Q forall SeS

18 fulfilled element-wise;
(3) the matriz C is positive definite, i.e. A\, (C) > 0.
Then the zero solution of the system (4.5.1) is unstable on S.

Proof The proof of the theorem is similar to that of Theorem 4.4.4.

Theorem 4.5.5 Let the system (4.5.1) be such that the matriz-valued
function (4.5.2) is constructed with the elements (4.5.3) and (4.5.4) and

(1) the matriz A in (4.5.6) is positive definite, i.e. Ay (A) > 0;

(2) there exists a matriv Q~ € R™*™ such that

() 5 (Q(S)+G"(S) > Q@ forall S€S;

(b) Am(Q@7) <0;
(3) the matriz C* is positive definite, i.e. Ay, (C*) > 0;
(4) for some constant 01 > 0 the values Ti(x), k =
the inequality

1,2,..., satisfy

Te(x) — 1 () < 01, forall k=1,2,....
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If for some v > 0 the inequality
Am(4)  Am(CY)
- “— In
A(Q7)  Am(B)

>0+

holds, then the zero solution of the system (4.5.1) is unstable on S.
Proof The validity of this theorem follows from Theorem 4.4.5.

Theorem 4.5.6 Let the system (4.5.1) be such that the matriz-valued
function (4.5.2) be constructed with the elements (4.5.3) and (4.5.4) and

(1) the matriz A in (4.5.6) is positive definite, i.e. Ay (A) > 0;
(2) there exists a matriz QF € R*** such that
1
(a) 5@%@+Qﬂa)zg+ﬂwmzs€s
(b) Am(Q") > 0;
(3) A (C") >0 i.e. the matriz C* is positive definite;

(4) for some constant @ > 0 the values Ti(x), k=1,2,..., satisfy the
correlation

Tk+1(x) — Tk(x) =60>0.
If for some v >0
A(B) | Au(B)
+ n k) —
Am(Q@T)  Am(C)
then the zero solution of the system (4.5.1) is unstable on S.

0_73

Proof The proof of this theorem is similar to the proof of Theorem 4.4.6.

Ezample 4.5.1 Let the system (4.5.1) be a fourth order system decom-
posed into two subsystems of the second order which are defined by the
matrices:

-1 -1 -2 1
A1=< 1 _1>, AzZ(_l _2)7 Arg = Aoy = Ip;

(4.5.21) Joi = diag{—1,-1}, i=1,2; Jpz = Jyo1 = 107" Iy,
S={S: S=diag{S1,S2}, S;=[Si,Si],
Sii = I, Sz‘j = SijIQ, 0< 8i5 < 1, i#4, i,j= 172}7

where Iy = diag{1,1}.
For this example the elements (4.5.3) and (4.5.4) of the matrix-valued
function (4.5.2) are constructed in the form

’U“(.Z‘Z) = .Z‘?IQ.Z‘Z‘, 7= 1, 2;
1}12(371,.%‘2) = V21 (l‘l,.’L‘g) = .Z‘rlrlo_lfgl‘g.

It is clear that they satisfy the estimates

||$z'\|2 <wi(z;) forall x; € R™, i=1,2,
—0.1|z1 || [lz2]| < via(z1,22) < 0.1 a1]| |22l
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For nT=(1,1) € R% the matrices

1 -0.1 1 01
A_<—0.1 1 )’ B_<0.1 1)
are positive definite, i.e.
An(A) =09 and My(B)=1.1.

For this choice of the elements of the matrix-valued function U(x) we have

5’22(5) =—440.2512 < —3.8;

5’11(5) =—2+4 0.2821 < —18,

1
5’12(5) 25 (812 + S91 + \/(—0.2 + 821)2 + 0.01

+v/(=0.1+ 512)2 + 0.01 + 0.432) < 2.1,
cii =—0.968, i=1,2; ¢ =0.099.

The matrices
— -1.8 2.1
G8)<Q= ( 2.1 —3.8)
and
— (0.968 0.099)

C=1 0099 —00968

are negative definite which is confirmed by the estimate

A (Q) = —0.474 < 0; Ay (C) = —0.867 < 0.

Thus, all conditions of Theorem 4.5.1 are satisfied and the zero solution
of the system (4.5.1) with matrices (4.5.21) is structurally asymptotically
stable in the whole on S.

4.6 Certain Trends of Generalizations and Applications

This section deals with two problems. In the first problem we establish
conditions under which the stability of solutions with respect to two mea-
sures in the continuous system under nonclassical structural perturbations
implies the same type of stability of solutions to the impulsive system under
nonclassical structural perturbations. In the second problem we establish
sufficient stability conditions for the system of Lurie-Postnikov type in the
presence of impulsive and nonclassical structural perturbations.

4.6.1 Stability with respect to two measures Together with the
impulsive system

d
= =Q(t.a,P.5), t#mn),
(4.6.1) Az =Ii(z), t=m4(x),
f(tar) = Zo,
we shall consider a continuous system under nonclassical structural pertur-
bations
dy ~
— =Q(ty, P S
(4.6.2) TRRRASARAR
y(to) = To.

Assume that for the systems (4.6.1) and (4.6.2) all conditions formulated
for these classes of systems in Sections 4.2 and 2.2 respectively are satisfied.
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Further we shall need the comparison functions defined below (see, Lak-
shmikantham, et al. [1]).

Definition 4.6.1 A function:
(a) n belongs to the class PC'if n: Ry — R is continuous on (7x_1, 7],
and lim+ n(t) =n(rH);
t—>‘rk
(b) ¢ belongs to the class PCK if ¢(: Ry — R4, ((-,u) € PC for each
u € Ry, and ((¢,-) € K for each t € Ry;

(c) p belongs to the class M if p: Ry x R* — R4, p(-,z) € PC for
each x € R™ and p(t,-) € C(Ry x R™, R}) for each t € Ry and

inf =0.
zleanp(t,w) 0

The definitions of (po, p)-stability of the impulsive system (4.6.1) are
formulated in view of Definition 1.4.2 and the definition of stability with
respect to two measures from Section 2.6.1.

Let U: Ry x R™ — R™ ™ m > 1, be a matrix-valued function. We
consider the function

(4.6.3) v(t,y,n) =n"U(t,y)n, n€ R}

Further the functions of the class SLg are applied (see Definition 1.4.3)
which were constructed in terms of matrix-valued functions U (¢, z).

For the function (4.6.3) for (s,z) € Go, Go = |J Gok, Gro = {(t,x) €
k=1

Ry X R™: 7p_1(x) <t <mi(x)}, to < s<t, wedefine the expression

(4.6.4) D*u(s,y(t,s,2),m) = n'D*U(s, y(t, s,2))n.
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Here

DT U(s,y(t, s, ))
=lim sup{[U(s + 9, y(¢t, s + 9, z +9Q(s,z, P, 5)))
_U(Sa y(tasax))} 79—13 19_)0+}7

where y(t,s,2) is a solution of the continuous system (4.6.2) such that
y(s,s,z) =x. If Q(t,y,P,S) =0 then

y(t,s,x) = x,
y(t, s+ 9, ¢ +9Q(s,z, P, S)) =z + 9Q(s,z, P, S),

and the expression (4.6.4) becomes
(4.6.5) DYu(s,xz,n) =nTDVU(s, z)n,
where
DTU(s,x)

= lim sup {[U(s + 9, x +9Q(s,2, P,S)) — U(s,z)] 9", 9 — 0"}
In the expressions (4.6.4) and (4.6.5) the total derivative of the function

(4.6.3) is computed element-wise.
Further we designate

S(p,o) ={(t,x) € (Th—1, 7] X R": p(t,x) < 0, o = const > 0},
k=1,2,....

We give some sufficient conditions for preserving the (po, p)-stability of
impulsive system if corresponding system without impulsive perturbation
is stable with respect to two measures.

Theorem 4.6.1 Assume that for systems (4.6.1) and (4.6.2) the fol-
lowing conditions hold:

(1) the measures pg, p*, and p are in M, and function U(t,z,n) € SLo;

(2) the measure p* is continuous with respect to the measure p and
p*(t,x) is continuous and nondecreasing in t;

(3) the function v(t,z,n) is weakly p*-decreasing and for some o > 0
the function v(t,xz,n) is p-positive definite on the set S(p,0);

(4) there exist comparison functions u; of class K and m X m-matriz
B = B(P,S) such that for any (P,S) € P x S the estimate

(4.6.6) D¥u(s, y(t, s,x), n) < u” (|ly]) B(P, S) u(|y]))

holds for any t > to, provided that s € [to,t) for all (s,x) €
S(p,0) N Go;
(5) there exists a constant ¢ € (0,0) such that p(r, x + Ix(z)) < o

as soon as p(Ti,x) < 0g;
(6) for all (1,x) € SLNS(p,0)

U(lev y(taT]ja T+ Ik(.i?)), 77) < U(Tka y(t,Tk,I‘), "7)’ k= 1a27 S
(7) there exists a constant m x m—matriz B such that B(P,S) < B for
1
all (P,S) € P xS and the matric B* = 5(3 + BT) is negative

semi-definite.
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Then (po, p*)—stability (asymptotic (po, p*)—stability) of system (4.6.2)
on P x S8 implies (po, p)—stability (asymptotic (po, p)—stability) of the im-
pulsive system (4.6.1) on P x S.

Proof The condition (3) of Theorem 4.6.1 implies that there exist the
function a € K such that

(4.6.7) a(p(t,x)) <wo(t,x,n) forall (t,x)€ S(p,0)
and the function b € CK such that

(46.8) olt,zm) < b(t, p* (1,))

for all (t,z) € S(p*,do) for some value o > 0.

Further by condition (2) of Theorem 4.6.1 there exist a constant ; > 0
and a comparison function 1 of class CK such that
(4.6.9) p(t,x) <yt p*(t,z)) forall (¢t z)e S(p*, ),
where the constant §; satisfies the condition
(4.6.10) P(to,61) < 0.

Let € € (0,0) and ty € R4. For the given function b of class CK we
take a constant A = A(tg, ) < min (o, do, d1) so that the condition u < A
yields the estimate
(4.6.11) b(to,u) < a(e).

Further we assume that the system (4.6.2) is (po, p*) —stable on P x S.
Moreover, given A, there exists § = §(tg, A) > 0 (6 < A) such that the
condition po(tg, o) < d implies
(4612) p*(t,y(t;to,l'o)) <A, t>t,
for all (P,S) € P xS, where y(t;to, xo) is a solution of system (4.6.2) for

any values of (P,S) € P x S.
Let x(t) = z(t;to, o) be a solution of the impulsive system (4.6.1) with

The conditions (4) and (7) of Theorem 4.6.1 imply
(4.6.13) D (s, y(t;s,2),m) < A (B*)u"u <0

for any ¢ > to, provided that s € [to,t) and (s,z) € S(p,0) N Go. Here
A (+) is the maximal eigenvalue of the matrix B* Aj(B*) <0, and

uT= @2yl - w2 l))-

Then the conditions (4.6.7)—(4.6.13) yield

(4.6.14) a(p(to, o)) < v(to,x0,m) < bto, p*(to, z0)) < a(e).
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Hence we find that p(to,zo) < €.

Let us show that p(t,z(t)) < e for all (P,S) € P xS and for all ¢ > tg.
If this is not true, then there exists a value t* > ¢y such that p(t*, x(t*)) > ¢
for at least one pair (P,S) € P x S. In the case when t* < 7(x) the proof
of the assertion made is not associated with the presence of the impulsive
perturbations of the system (4.6.1) and is carried out in a standard manner
(see, e.g. Lakshmikantham, Leela, et al. [1]). Therefore, this case is omitted
here. Assume that t* € (73, 7k+1] for some k, and moreover, for at least
one pair (P,S)eP xS

(4.6.15) p(tx(t")) > e and p(t,z(t) <e

if t € [10, ]
According to the choice of € € (0,0) and by estimates (4.6.15) we have

(T, x(T)) < € < 0.
The condition (5) of Theorem 4.6.1 implies
(4.6.16) p(rif, x(mh)) = p(rif, or + () < 6,
where 73 = 2(7x). Therefore, there exists a value t € (73, t*] such that
(4.6.17) e<p(t,x(t)) <o, pt k) <o

for all t € [tg,t) and for all (P,S) € P x S.
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Designate m(s) = v(s, y(t;s,z(s)), n) for s € [to,t] where y(t; s, x(s))
is any solution of system 4.6.2) for all (P,S) € P x S. Inequality (4.6.13)
implies that Dtm(s) <0 for tg < s <, for all (s,z(s)) € Go and for all
(P,S) € P x 8. Hence we find that m(s) < m(tJ), to < s < t1, where
t1 = 11 (x(t1)). If (s,2(s)) € Go1 and s — t1, then m(t1) < m(tf). Note
that m(t]) = v(t], y(£t], 2(t1) + Li(z(t1))), ). The condition (6) of
Theorem 4.6.1 implies that m(t]7) < m(t1) < m(t]).

Thus, for the values s € (75,%) we get the estimate m(s) < m(7;) <
m(td). If (s,2(s)) € Gopp1 and s — tF, then m(#) < m(t]). The fact
that the measure p* is nondecreasing in ¢ and the conditions (4.6.11) and
(4.6.12) yield

o(E(8).m) = o y(Et 2(1)),m) = limo(s,y(F 5, 2(5)), 1)
(4.6.18) < w(ty,y( & to, x0),m) < blto, p* (to, y(Tito, 20)))
( (i (t to,ll?o))) < a((—:).

On the other hand, by conditions (4.6.7) and (4.6.17) we have the in-

equalities
v(t,2(t),n) = a(p(t,2(1))) = ale),

which contradict the inequality (4.6.18). Therefore the assertion is true
that p(t,z(t)) <e for all (P,S) € P xS and for all t > t.

This proves (pg, p)—stability of solutions of system (4.6.1) on P x S.

Now we shall prove that under conditions of Theorem 4.6.1 the solutions
of system (4.6.1) possess the property of (pg, p)—attraction on P x S. As-
sume that system (4.6.2) is asymptotically (pg, p*)-stable on P x S. Then
for any to € Ry there exists 6* = §*(t9) > 0 such that the condition
po(to, xo) < &* implies tlirglo p*(t, y(t;to,20)) = 0 for all (P,S)eP xS.

The fact that system (4.6.1) is (pg, p)—stable implies that for any to €
Ry and og € (0,0) there exists 65 = d(to,00) > 0, 6§ < §* such that the
condition po(to,zo) < 6§ implies that p(t,z(t)) < oo for all ¢ > to, where
x(t) is a solution of system (4.6.1) for (P,S) € P x S.

As noted above, the conditions (4) and (7) of Theorem 4.6.1 yield

DYo(t,y(t;s,x(s)),n) <0, s€ [to,t),
for all (s,z(s)) € G° and for all (P,S) € P x S.
The arguments similar to the above ones lead to the estimate
0 S ’U(t7 l’(t>7 77) S U(t07 y(tv t07 m0)7 77)7

which is true for all ¢ > tg.
For the sufficiently large ¢ > g

v(to, y(t;to, zo),m) < b(to, p* (Lo, y(t; to, x0))) < b(to, p™ (L, y(t; to, x0))).

Hence it follows that
lim v(t,z(t),n) =0

t—oo
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for all (P,S) € P x 8. Since the function v is p—positive definite,

tlim p(t,z(t)) =0 forall (P,S)ePxS.

This proves the asymptotic (pg, p)—stability of solutions to system (4.6.1)
for all (P,S)e P xS.

Actually, when the function (4.6.3) constructed in terms of the matrix-
valued function U(t,y) is applied, the condition (6) of Theorem 4.6.1 be-
comes

(6")  w(r, y(tm s 2+ I(®)), n) — v(7h, y(t; 7, ), 1)
S _¢T(Uk(7k’ y(t’ Tk l‘), U))Ck1/’(1/k(7'k, y(t’ Tk, l‘), 77))’

where Mp(Cr) = 0, 32 M(Cr) = 00, 1 € C(R,, R™), 1(0) = 0, 1(s) > 0
k=1

for s > 0, M\(Cx) are the maximal eigenvalues of some matrices Cy, k =
1,2,.... Then Theorem 4.6.1 is developed as follows.

Theorem 4.6.2 Assume that conditions (1)—(5) and (7) of Theorem
4.6.1 and condition (6*) are satisfied. Then (po, p*)—stability of system
(4.6.2) implies asymptotic (pg, p)—stability of system (4.6.1).

The proof of this theorem is similar to that of Theorem 4.6.1.

Note, that for the impulsive system under nonclassical structural pertur-
bations it is reasonable to consider the set of measures discussed in Section
2.6.1.

4.6.2 Stability of Lur’e-Postnikov impulsive systems We con-
sider the large scale impulsive system

dl‘i - o
—r = Z S;;)AMLL‘@ + Z Si(;)quié(gil)a
=1 =1

ou=chr, i=12...,m, t#m(x), k=1,2,...

(4.6.20) - -
Az =Y Jriewe+ Y biegie(ogy),
=1 =1
ol =cha(mp(z), i=1,2,...,m, t=m(x), k=1,2,...
where

oy fielow) € [0, K] C Ry,
(o7) gie(ol,) € [0, Ki] € Ry,

Aye, Jrie are constant matrices, x; € R™, ny +mng+ ...+ Ny =N, Gie, bie
are constant vectors and Ky, f(ig are positive constants, all of the ap-
propriate dimensions. The matrices Si(@1 ), Si(; ) and the structural set S
are described in Section 1.5. The independent subsystems corresponding
to system (4.2.4) are obtained by replacing = in (4.2.4) with z¢, where
2t =(0,...,0,2}50,...,0)T € R:

)M

dz; )
L= Auxi + @i fii(04), t !
. i A+ g ful@a). t# )

Az; = Jyixi + bigii(G5), t=Te(a"),
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where
-~ T . ~* _"’T . 7 . 1 2
Oii = C;Ti, 0 = Cwi(te(z')), i=1,2,...,m

In order to simplify system (4.6.20) we introduce the designations
fila") = Az + qii f1i(Gii),  Gu = cyi,

ZSM AZ£I£ + Z Se qdfzﬁ 0'7,2 + S” qii [fzz(azz) fn(&n)]a
é;éz Z;ﬁz
it = Cly,

9i(2") = Jriizi + biagii (55;),

Gi(x) = Jriewe + Y biegie(y) + biil9:i(55) — 9:s(57)],
=1 =1
0#i i#i
Then system (4.2.4) becomes
da:z
_fl( )+Fl(x75)7 t#Tk(x)v
SesS, i=12,....m, k=12,...,
Az; = g;(2") + Gi(z), t=14(2),
k=1,2,..., i=12 ...,m.

(4.6.22)
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Together with system (4.6.21) and subsystems (4.6.22) we consider the
matrix-valued function

(4.6.23) Ux) = [wij(zi,xj)], wij =ui, 1,5=12,...,m,

the elements of which are determined as

(4.6.24) wij(vi, ;) = 2 Py, 4,5 =1,2,...,m,

where z; € R™, z; € R™, P;; are symmetric, positive definite matrices,
and P;; are constant matrices for all ¢,j =1,2,...,m.

It is known that the functions (4.2.4) satisfy the estimates
(4.6.25)
(a) Ao (Pii) sl |* < wii(@s) < Ana (Pid) ||,
forall z; e R™, i=1,2,...,m;
(b) = A (PPl g < i s, g) < Ay (P P sl 5
forall x; € R™ x; € R™, forall (i#j)=12,...m,
where A, (P;;) are the minimal and Ap/(P;;) are the maximal eigenvalues
of the matrices Pj;, and )\}\//[2 (P”Pg) is the norm of the matrices P;;.
Using the matrix-valued function (4.6.23) and the constant vector 7 =

(1,1,...,1) € R we construct the function
(4.6.26) v(x,n) =1 U(z)n
and consider its total derivative

(4.6.27) Du(z,n) = n DU (z)n,
where

DU(Z’):[DU”(IZ,IJ)], Z7J:172a , M,
along the solutions of system (4.2.4).

Proposition 4.6.1 If the estimates (4.6.25) are satisfied, then for the
function (4.6.26) the two-sided inequality

(4.6.28) uTAu < v(x,n) <u'Bu for all x € R"
holds true, where
T

= (lall, fl2ll s llzml]),

u
A= [Qij]’
@i = Am(Pii), @i = A (Pi)

Q;; = j; =~y = —ay = —Ay (P P).

B:aij, i,j:l,Q,...,m,

Proof The proof of Proposition 4.6.1 follows from Djordjevié¢ [1] (see
also Martynyuk and Stavroulakis [1]).

Corollary 4.6.5 Tf inequality (4.6.28) is satisfied, then
A (A)Jull® < w(z, 1) < Aar(B)]|ul|®

(4.6.29)
forall ze R", n=(1,1,...,1) € RY,
and for
Am(A) >0, Ay (B) >0,
(4.6.30)

M (B)v(z,m) < lull® < At (A)v(z, ).
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Proposition 4.6.2 If for system (4.6.20) the matriz-valued function
(4.6.23) is constructed with the elements (4.6.24), then for the derivatives of
function (4.6.26) along the solutions of (4.6.20) for t # m(x), k=1,2,...,

the estimates

(a) (Da:zu“)Tf,( ) < ,oll)HsczH2 forall z; e R™ i=1,2,...,m

(b) Z(Dziu“—)TFi (2,8) +2 Z Z {(Dziuij)T

X (@) + Fi(a, 9)) + (Dajusy) (fila") + Fy(w, 5))}

< sz ||w2\|2+222pu EA e

=1 j=2
J>i

for all (z;,z;) € R x R™, forall Se€S,

are satisfied, where p( ) and p§2)(5), 1=1,2,..

.,m, are mazimal eigen-
values of the matrices

Py Aii + AL Py + Piqiiks (i) + (quiki (ci) ™) TP
i—1

Z{ [(52 )A&-)T+ (s,g?qz,»k;,(c;;,.)T)T] Py

{=1

1 2 * (4
+ Py {SLEZ Api + Stgi )%kei(cei)T] }

+ Z { l: 4i A& + SKZ qﬁk&(ch) :l

l=i+1
1 T 2 . T
+|(sPa0) "+ (sPaari”) | v}
< ok 2 * % ) T
+Z{Pz‘j Dajiksy (ch)T +(5](z)qazk¢(05-i)T) Pz‘j}
=2
G>i

respectively, p;;(S), i <j, it =1,2,...,m, j=2,...

,m, are the norms
of the matrices

j—1

> [(SEJ)Aei) b (5arak ()" T] Py

{=1

+ i [(52 )A&-)T+ (S,g?qmz‘,-(c;;,.)T)T]pgj

(=j+1
j—1
1 2 * j
+Y P} |:S[Ej)Aej + Slgj)qejkfj(c;j)T]
=1

1 2 * j
+ Z Py |:Séj)AZj + Séj)CIzjkzj(Czj)T]

l=i+1

+ %{P,-i (S§;>Aij) + (Sfjl)Am) Py + Py (S,J gk (cl;) )

+ (S 2)%13* (CJ ) )Pm' + Py (QszZ(czz)T) + (sz (CZZ) )T }
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+ %{sz‘ <S](;)Ajz‘) + (S](;)Aji)iji + Pj; <S](‘i2)jSk;i(Ci~)T)

ji
T
2 % (4 * (i
+ (5](2 )qjikji(cji)T) Pj; + Pij(g55k5;(cj;)")

% [ T . .
+ (qjjkjj(c;»j)T) ij}, i=1,2,...,m, j=1,2,...,m,

respectively.
Here

T
2 ..
k¥ — { k}ij fOT Oij (SZ(J)QI]) Bjxj > 0, 1,] = 1,2, oo, m,
ij
0 i other cases;
o { kij for Jiiq;l;PZ—ixi >0, 1=12,...,m,
ii =

—kij  for Jiiqij;PZ—ixi <0, 1=12,...,m.

The proof is carried out in the same way as that of Proposition 4.6.1.

Proposition 4.6.3 If all conditions of Proposition 4.6.2 are satisfied,
then for (4.6.27)

(4.6.31) Du(z,1) < u'Ou, forall (z,5)€ R" xS

where

O=1[04], i,j=12....m 6;=p"+p2(s"),
ezjzejz:pz](‘g*)a S*ES, Z#]v Z-7j:1727"'7m7

Impulsive Large-Scale Systems
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is the constant matrixz such that
2 2) /o
p2(9) < pP(S7)

and

pij (S) < pi; (S™).

The proof of this Proposition is similar to that of Lemma 3 in Martynyuk
and Stavroulakis [1] (see also Miladzhanov [3]).

Corollary 4.6.6 1If inequalities (4.6.29) and (4.6.30) are satisfied, then
for (4.6.31)

Am (OA (B)v(z, for Ay (©) <0,
(4.6.32) Du(z,n) < { ©) Ml( joi@m) for A (6)

Am (@)X (A)v(z,n)  for Ay (0) > 0.
The proof follows from Proposition 4.6.5 and Corollary 4.6.5.

Proposition 4.6.4 For the function (4.6.26) for t = .(x), k = 1,2,
, due to system (4.6.20) the estimates

(4.6.33) (@ + Ji(x), n) —v(z,n) < ughuy,
(4.6.34) v(z + Ji (x), ) < ufA*ug,

hold true, where

up = (e (rr(@)], lo2(me@), - - e (7 @)]]);
x) = Z Jriexs + Z biegie(0}e);
=1 =1
A=wi], wij=wi, 47=1,2,...,m;

Wi = )\]V[(Qii)a Wij = A1/2(Q QT) 7’7&]3 17] = 1725 cee My
Gi = (W), & = MW VE), i#G i i=1,2,...,m;

Qi = PiiJrii + Jii P + Z JiiPijInji + Pii ( Z bié%:z(az)T>

j=1 =1

m T m m
+ (Z bicksy (@Q)T> Pi+y {kaipjj ( > bﬂk}%@z)T)
- i=1 =1

T
+( baeka e T) ijkai}
=1

>
- < Zm: bﬂkge e T) Tij ( i bjl%;e (%)T)
{

+
INgE

£=1

Pyj Jiji + Jii Py + P (Zbﬂkﬂ (@) >
1

J

+
NgE

1

J

=
+ (Z ﬂk;z &) ) i+ Z <Jk£7,P5]Jkﬂ + JkﬂPeijzz>

=1 =1

m T
+ Jii Py <ij£k§e(5}e)T> + (Zbﬂk;@@e)T) Pij Jrji
=1

£=1
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N
NE

T m
biekyy (ELM)T> Pj ( Z bjek’e ()"
bﬂzk]f ]Z > B](wakzl zl >}’ Z:172a , M3

{=1

+
7 N
Ms

~
Il
Ja

Qij = PiJrij + Jiji Py + P ( Z biok}, () )
=1

+ (Zbﬂ%}‘e@?e) > Pjj+ > (T PuTres + iy PeeTwer)
=1

=1
m m T
+ {JEMPM ( Z brfk:z(grrz)T) + (Z brlkiz(grre)T) PTTJkN}
r=1 =1 =1
+ (Z 7,[(]]@[] + JkZJBZJ ) + F)’L] <Z bj[N;Z(Ez()T>
=1
+ (Z zlkzl i) > i t (sz@kzl Cie )
=1 =1
+ (szék’w Cie) ) ij +ZZ Tiitj Per v
=1 =1r=1
r#l
m T
+ Z {Jkrj rJ (Z bﬂlkjf j[ ) (Z bllkl[ il T) PiTJij}
"o =t
m " ) T m _ )
Zbieki‘z(az)T> Pij (Zbﬂkﬁ@z)T) i# g =12, ,m;
(=1 £=1
Ui =Py +Qy, V=P +Qy, i#j=12,...,m
Here

P { %,7 if the corresponding multiplier is positive;
" 0 i other cases.

The proof is similar to that of Lemma 4 in Martynyuk and Stavrou-
lakis [1].

Corollary 4.6.7 Under all conditions of Proposition 4.6.4 for function

(4.6.26) when t = 73(z), k =1,2,..., the estimates
(4.6.40) v(z + Ji(x), n) —v(z,n) <qvu(z,n),
where

B MM (B) for Au(A) <0,
T Am(AA(A) for Au(A) >0,

and

(4.6.41) v(z + Ji(2), n) < v v(z,mn),
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where
§ MM (B) for Ay(A*) <0,
T T am(AOACI(A) for A (A) >0,

hold true.

The proof follows from Proposition 4.6.4 and Corollary 4.6.6.

For system (4.6.1), the following stability problem is formulated. It is
necessary to formulate conditions related to the coefficients which appear
in the system and also to introduce structural perturbation, such that the
trivial solution of system (4.6.1) is asymptotically stable in the whole on &
for an arbitrary function f of the class under consideration.

We shall introduce the following notions.

Definition 4.6.2 The zero solution x = 0 of (4.6.1) is absolutely stable
under nonclassical structural perturbation (i.e. absolutely stable on S) if it
is absolutely stable for each S € S in the sense of Lur’e-Postnikov [1].

The above Propositions and Corollaries allow us to establish sufficient
conditions for absolute stability of the zero solution of system (4.6.1) on S.

Theorem 4.6.4 Let system (4.6.1) be such that the matriz-valued func-
tion (4.6.23) is constructed with the elements (4.6.24) and

(1) the matriz A in (4.6.28) is positive definite, i.e. Ay (A) > 0;

(2) the matriz © in (4.6.52) is negative semi-definite or equals to zero,
i.e. )\M(@) <0;

(3) the matriz A in (4.6.33) is negative definite.

/
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Then the zero solution of system (4.6.1) is absolutely stable on S.
Proof Under all conditions of Theorem 4.6.4
(a) the function v(x,n) is positive definite;
(b) for the function v(z,n) and t # 7¢(z), k=1,2,..., we have
Du(z,n) <0 forall Se€S, and z€R™;
(c) for the function v(z,n) and t = 7 (x), k=1,2,..., we have

v(z 4 Ji(x), m) — vz, n) < Ar(MAF (B)o(z,n) for all x € R™

By Theorem 1.4.4 from Chapter 1 for (a) - (c) the zero solution of system
(4.6.1) is asymptotically stable in the whole on S. Since here N, = R™,
i=1,2,...,m, and N = N1z X ... X Nppz = R™.

Theorem 4.6.5 Let system (4.6.1) be such that the matriz-valued func-
tion (4.6.23) is constructed with the elements (4.6.24) and

(1) the matriz A in (4.6.28) is positive definite, i.e. Ay (A) > 0;
(2) the matriz © in (4.6.31) is negative definite, i.e. Ay (0) < 0;
(3) the matriz A* in (4.6.34) is positive definite, i.e. Apr(A*) > 0;
(4) the function Ti(z),k =1,2,..., satisfies the inequality

i — =60>0.
St}ip <In€1g}1 Trt1(x) max 7 (x)) >

If for some v > 0 the inequality

CwlB) | ()
i (©) L A(A)

is satisfied, then the zero solution of system (4.6.1) is absolutely stable on S.

SQ*’Y,

The proof follows from Propositions 4.6.1-4.6.2 and Theorem 1.4.5.

Theorem 4.6.6 Let system (4.6.1) be such that the matriz-valued func-
tion (4.6.23) is constructed with the elements (4.6.24) and
(1) the matriz A in (4.6.28) is positive definite, i.e. Ap(A) > 0;
(2) the matriz © in (4.6.31) is positive definite, i.e. Ap(©) > 0;
(3) the matriz A* in (4.6.34) is positive definite, i.e. Apr(A*) > 0;
(4) the functions T (x),k = 1,2,..., for some 61 > 0 satisfy the in-
equality

—mi _ < =1,2,....
;rel%rk(x) Inin 7, 1(x) <60, k=12,

If for some ~ > 0 the inequality

Am(4)

> 01+,

is satisfied, then the zero solution of system (4.6.1) is absolutely stable on S.

Proof The statement of Theorem 4.6.6 follows from Propositions 4.6.1—
4.6.2 and Theorem 3 in Martynyuk and Stavroulakis [1] (see also Mi-
ladzhanov [1]).
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Ezample 4.6.1 Let system (4.6.1) be a fourth-order system of the Lur’e-
Postnikov type decomposed into two subsystems determined by the follow-

ing vectors and matrices:
— 1 .
Azz:< _4>a Z:172a

4

1

1 0 1
A12=A21=<0 1>7 in:<1>7

C&:((l))’ ki =1, i,6r=1,2

Jkii = diag{_la 1}7 Jle = JkZl = dlag {017 01}7

0.1 (01 =
bie = (01)7 Cig = ( 0 )7 ki =1, Z,E,T—L?,

Si(ir) = diag {1, 1}, SZ,(;) = sg) diag {1, 1},

0<s <1, dgr=12 i#j

(4.6.42)

For this example, the elements of the matrix-valued function (4.6.23) are
taken in the form

T ; .
’LL”(Z'Z) :l'i_[gxi, 221,2,

ui2(21, 72) = ug1 (w1, 12) = 27 0,1 Iz,

where I, = diag {1,1}.
Let also nT= (1,1) € R2. It is easy to verify that the matrices

1 -0.1 1 0.1
A_<—O.1 1 )’ B_<O.1 1>
are positive definite because

Am(A) =09 and Ay (B)=1.1.

For such a choice of the matrix-valued function (4.6.23), we have

o_ (375 335 A (0917 0502
~\335 -3.75)" — 0502 —0.917)°

It is easy to check that matrices © and A are negative definite. Therefore,
all conditions of Theorem 4.6.1 are satisfied and the zero solution of system
(4.6.1) specified by vectors and matrices (4.6.42) is absolutely stable on S.

4.7 Notes and References

Section 4.1 The methods of qualitative analysis of nonlinear systems discussed in
Chapters 1—-3 have several analogues for the impulsive systems. Thus yet Krylov
and Bogolyubov [1] paid attention to the possibility to apply the methods of
nonlinear mechanics in the investigation of systems with impulsive perturbations.
Some monographs and textbooks which contain the development of the theory of
impulsive systems without structural perturbations have been mentioned in Notes
and References to Chapter 1. Though many problems of nonlinear dynamics of
systems under impulsive and nonclassical structural perturbations remain still

open.
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Section 4.2 Dynamics of the impulsive systems for the given model of nonclassi-
cal structural perturbations was first studied by Miladzhanov [3, 6]. These inves-
tigations were further developed and refined by Martynyuk and Miladzhanov [6]
(see also Martynyuk and Stavroulakis [1—3]).

Section 4.3 The definitions of stability of impulsive systems under nonclassical
structural perturbations take into account some peculiarities of the systems of

this class which have been discussed in Section 1.4.

Sections 4.4 —4.5 These sections are based on the results by Martynyuk and
Miladzhanov [6], Martynyuk and Stavroulakis [1-3] and Miladzhanov [3,6]. In
the investigation of linear impulsive systems some results are used which were
obtained in Chapter 2 for linear continuous systems under nonclassical structural

perturbations.

Section 4.6 The evolution analysis of the impulsive system with respect to two
or more different measures (see Leela [1], Lakshmikantham and Liu [1], Mar-
tynyuk [11], etc.) is a possible direction of generalization of the method of
matrix-valued Liapunov functions for the system with impulsive and nonclassical
structural perturbations. The results of Section 4.6.1 are new (see Martynyuk
and Chernetskaya [1], and cf. Kou, et al. [1]). In Section 4.6.2 we use general
results of this Chapter and the results by Martynyuk and Miladzhanov [6], and

Martynyuk and Stavroulakis [1].
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5

SINGULARLY PERTURBED LARGE-SCALE SYSTEMS

5.1 Introduction

In this chapter we propose some development of the direct Liapunov
method for the given class of systems of equations in terms of auxiliary
matrix valued functions. This allows us to weaken the requirements to
the dynamical properties of the individual subsystems and to extend the
variation limits for the small parameters pu; for senior derivatives of the
systems of perturbed motion equations.

The chapter is arranged as follows.

Section 5.2 sets out the method of composition of large—scale system on
the basic of individual subsystems for the given model of connectedness.

Sections 5.3—5.4 contain the results of development of a new method of
stability and/or instability analysis of large—scale system under nonclassical

structural perturbations.

In section 5.5. similar problems are discussed for linear singularly per-
turbed systems for uniform and nonuniform time scaling.

In final Section 5.6 two problems of practical importance are consid-
ered. One of the problems relates to absolute stability under nonclassical
structural perturbations and the other deals with gyroscopic stabilization
of orbital apparatus.

5.2 Nonclassical Structural Perturbations in Singularly
Perturbed Systems

The real systems in which the fast and slow variables can potentially exist
are modeled by means of the systems of equations with small parameter
at senior variable (singularly perturbed systems). The class of systems
of equations under consideration (furtheron designated as F') is described
basing on the hypotheses below (cf. Gruji¢ et al. [1]).

H;. System F consists of ¢ subsystems of ordinary differential equations
with structural perturbations and r subsystems with structural perturba-
tions and small parameters at senior derivatives. The order of fast and
slow components of the system remains unchanged during all the period of
system F' functionning.

H>. Dynamics of the i-th interconnected subsystem F; in system F is
described by the equations

dzx;
; = fi(t,z,y, P, Si),
(5.2.1) d;
i dtz :gi(tal"vaquHquH)v

where z; € R™, y; € R™, f; and g; are continuous vector—functions of
the corresponding dimensions, p; are small positive parameters, p; € (0, 1]
and M = diag {p1,..., n}-
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Hj. Dynamics of the i-th isolated subsystem F; in system F' is described
by the equations

dx :fi(t7xl7ylypiysi)7
(5.2.2) d;
Mz?; = gi(t71‘laylaMa Pq+i7Sq+i)7

where z' = (0,0,...,0,2},0,0,...,00T € R", n = ny +na + -+ + ng,
z; € R, y' = (0,0,...,0,y5,0,0,...,00Y € R™, m=mq+ma+---+m,,
y; € R™.

In the case when ¢ = r, the equations

dx; o
- = i t7xl7 l,Pi,Si )
(5.2.3) @ ~fibehy )

O - gi(tyxiayia 07Pq+i7 S‘I+i)

describe the dynamics of the ¢ -th isolated subsystem ﬁio of system F', and
the equations
dy;

(524) dt: :gi(a7bi7yi707pq+i7sq+i>

characterize the boundary layer of the fast subsystem ﬁti of system F.
Here a € R, b = (0,...,0,b],0,...,00T € R*, b; € R™, t; = t;ﬁ
1=1,2,...,r.

H,4. Dynamics of the whole system F' is described by the equations

dx;
U= Bty P S, i=1200,
(5.2.5) p
Yi .
Hi dt :gi(t’may7M7Pq+i7Sq+i), 12172,...77"7

q T

where x; € R™ > n; =mn, y; € R™, Y. m; = m, ¢+r = s, the
i=1 i=1

parametric perturbations P;, i = 1,2,...,q, and the structural matrices

Si, 1 =1,2,...,s, are determined in the same way as in Section 2.2. Here
wi € (0,1] and the set of all admissible values of M is designated as

M={M|: 0<M<I}, I=diag{l,1,...,1} € R,
Moreover
My, ={M: 0< pi < pim, Vi€ [1,r]},

where i, is an admissible upper value of p;.
If in the system of equations (5.2.5) all u; (formally) form a zero set,
then the equations

dx;
L = it7$7 7Pi7Si7 i:1727"'a )
(5.2.6) o = fittz.y ) q

O:gi(t7x7y707pq+7j7sq+i>7 i:1,27...,r,
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describe the dynamics of the interconnected degenerated subsystem Fy of
system F', and the equations

dy; )
(5.2.7) dyz =Ti9i(2, b,y,0, Pyyi, Sqyi), 1=1,2,...,m

?

characterize the behaviour of the interconnected fast subsystem F; (the
boundary layer of system F').
If the small parameters p; are not mutually connected, then the system
F' has r essentially independent time scales t;:
_t—t

(5.2.8) t; , 1=1,2,...,r
123

In this case the time scaling is nonuniform.
The time scales t; can be interconnected through the values 7;:

t; .
(5.2.9) — =7, i=12,...,71
ty

which are variable within certain limits
(5.2.10) Ti €1 Tul, 1=1,2,...,m,

where 0 < 1, <7; < o0, Vi€ [1,7].
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In the case (5.2.9) and (5.2.10) the time scaling is uniform and

_

(5.2.11) 7 :
7 ILL,L

Obviously, in this case 7, =71 =71 = 1.
Everywhere below it is assumed that the correlations

Ozgi(taxay70apq+ivsq+i)a V(t,x,y) ERxNﬁcxNya
are satisfied for each pair (P,S) € P xS iff y =0 and
0=gi(t,z*,y",0, Py, Sqrs), V(2% y") € R x Ny x Ny,

are satisfied for each pair (P,S) € P x S iff y* = 0.
Therefore systems (5.2.6) and (5.2.3) are equivalent to the system

da; 4
(5.2.12) CZ’ = fi(t, 2,0, P, Sy),

d .
(5.2.13) ft’ = fi(t,2,0,P., 8), i=12,...,q,
respectively.

5.3 Tests for Stability Analysis

In the qualitative analysis for the given class of large scale systems the
question whether different time scales ¢; are interconnected is of importance.

General purpose of our investigation is to obtain conditions under which
stability of zero solution of the initial system is implied by stability of
some independent degenerated subsystems and stability of the independent
subsystems describing boundary layer with allowance for the qualitative
properties of interconnections between the subsystems.

5.3.1 Non-uniform time scaling Assume that the correlation ¢ = r is
satisfied. Then system (5.2.5) is represented as

dei 3 * ok .
dt :fl(t7x1707pzysz)+fl+ ) 2:1,2,...,(],
(5.3.1) )
Yi i1 * ok .
ﬂiﬂ:gi(aab,y,Pqui,Squi)JrgiJrgi s Z:1,2,...,q,
where
fi* = fi(t7$i’ yia Pia Sl) - fi(taxia OaPia Sl)?
g; = gi(tv 'Ti, yi, Mi, Pqui, Squi) - gi(a, bi, yi, O, Pq+i, Squi),
fi** = fl(t"r’y’P“Sl) - fi(t,.’I}i, yiv Pivsi)a
g;* = gi(taxay,M7 Pqui, Squi) - gi(t,:ri, yi, Mi, Pq+i, Squi).

Here the functions f;" and g; describe the connections between equations of
the i-th independent singularly perturbed subsystem (F;) of the system F,
and the functions f;* and g;* describe all the rest connections in system F'.

In view of results from Martynyuk and Miladzhanov [1—5] we introduce
some assumptions.
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Assumption 5.3.1 There exist

(1) open connected neighborhoods N, C R™, N;, C R™ of the states
z; =0 and y; = 0 respectively;

(2) functions @i, ¥ of Hahn class K (KR), k = 1,2, i € [1,4],

constants Qi Qijs Qi gyjr QXi,qtiy Lgii g4j50 Ygtigtir L] =

1,2,...,q, and the matrix—function
Ull(tv‘r) U12(t7x7y7M))
5.3.2 Ult,z,y, M) =
(32 o= (gaish
where
Uni(t,x) = [vii(t, )], vie = vii(t, z4),
v = vji =it i, x5), 45 =1,2,...,¢

Usa(t,y, M) = (V44,945 ()]s Vg gri = HiVgtig+i(t, ¥i)s
U;+i,q+j = v;+j,q+i = Miﬂj”q+i,q+j(t>yi7yj>> Lj=12,...,¢
Una(t,z,y, M) = [pvi g (i, 95)], 4,5 =1,2,...,q, 2q¢=s,

such that

(a) ;i1 (mi)pii () < vig(t, ) < Qijpin(Ti)ps2(z)),
v(taxlaxj) € R x -/\/7,1 XA/j:Ea 7"] = 1a27"'7qa ] Z Za

(0) agrigri Vit (W) Vi1 (Ys) < Vgtigrs () < Qi Vin(¥i) iz (ys),
v(tay’uyj) €ER XA/Z'y X'/\/jy7 7:’ ] = 1a27"'aq7 ] Z 7’7

(©) gy (@)Vj1(Y5) < Vit () < Qigripin(@i)Piayy),
v(tax’uyj) € Rx -/\/7,1 XA/jy7 7’7] = 172a"'7q'

By means of the matrix—function (5.3.2) and the constant vector n € R%
we introduce the function

(5.3.3) otz y, M) =0 U(t,z,y, M)y
and consider the expressions of the upper right Dini derivative
DYo(t,x,y, M) =n' DTU(t,z,y, M),

f

(5.3.4) e
DYU(t,x,y, M) = [DTv(t,...)], nk=1,2,...,s.

For the function (5.3.3) the following assertion holds true.

Proposition 5.3.1 Under conditions of Assumption 5.5.1 for function
(5.8.8) the bilateral estimate

urlI‘A(M)ul S /U(taxay7M) S UZTB(M)UQa
V(t,z,y, M) € RXx Ny x Ny x M,

is satisfied, where

nglexN2xx-~-qua:7 NygNIny2yx-~-quy7
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u’{ = (Solk(xl): sy ‘qu(xq)7 wlk(yl)y ¢qk(yq))7 k=12,
A(M) = H"A,(MH, B(M)= HTAy;(M)H,
H =diag{n,n2,....ms}, s=2q,
B A A12(M) B An Apa(M)
Al = <A1T2<M> A22<M>> A= <ZT2<M> Z2Q<M>> |

A = oy, A = (@), @y =ay,

)

l, «
Ara(M) = [pja; g s, Ar2(M) = [ g44],

y Qg = Qg
Aga (M) = (i@ 1ig+j]  Qqviari = Qavjario
Aga (M) = [ﬂ:j]aqﬂ,qﬂ': Qgtigti = Qgtjgtis
. { pi  for 1=,
Y pipy  for i #j,

i, i=1,2,....q.

Proof Let all conditions of Assumption 5.3.2 be satisfied. Then for
function (5.3.3) we have

q q q
’U(t,l‘,y,M) = anvu(t7:pz) + 22277177]’0”(15, :Eia‘rj)
i=1

=1 j=2
q q q
Y bVt (bY) 2D D Narillgri itV tigti
i=1 i=1 j=2
J>1
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+222n277q+]ﬂjvz q+j t xuyj > an u(pzl

=1 j=1

q q q
+2) 0 mimjagen @)en () + Y e iliQy i g Vi (Vi)
i=1 j=2 i=1
J>i

q q
F2D D it Bt Qg i g Vi ()05 (y5)
i=1 j=2
G>i

q q
F2N D Wil 1 Qg0 (@) (1)

i=1 j=1
= (@11(%)7 '~'7§0q1(mq)a 1/’11(1/1% ) wa(yq))T diag{m, cee 77]2q}

A A12(M)
(A1T2(M) M)

( ) diag{m,ng,...,ngq}
X (p11(1)s -y qr(zq)s Y1), - s a1 (yq)) = i A(M )us.

The upper estimate is proved in the same manner.

Assumption 5.3.2 There exist

(1) functions ¢;, ¥; of class K (KR), i =1,2,...,¢;

(2) functions vij, Vi g+j, Vg+iqtj> 4 J = 1,2,...,q satisfying the condi-
tions mentioned in Assumption 5.3.1, and

(a) functions v;;(t,z;,x;) are continuous on (R X Njz, X Njz,)
oron (R X R™ x R");

(b) functions v; q4;(t, x;,y;) are continuous on (R X Nz, X Ny, )
oron (R x R™ x R™i);

(c) functions wvgyiq4;(t,yi,y;) are continuous on (R x Ny, x
Njy,) oron (R x R™ x R™);

(3) real numbers pq; (P, S), pgij(P,S), a=1,2,...,13, §=1,2,...,8,
i, j=1,2...,q, and the following conditions are satisfied

(a) 07D vii +n7 (D3 vi)" fit, 24,0, P, Si) < pri(P, )3 (w:),
V(t,x;, P,S) € R X Nigy X P xS, i=1,2,...,q;

(b) M ys11i D vgigrit i (D Vgigri) Tgi(a, b5y 0, Pyyiy Sqi)
< p21(P35)¢?(y1)3 v(tathvPvS) ER XMyo XM xP XS;
i=1,2,....q

(©) nF(DF,vi) " ff + 0gyi (D, vgisq+i) " 95+ 2nimgri{ i Dy vig i

+ wi(DF i) fi(t, 2y Py, Si)

+ (D, Vigti)  gi(t, x y' MY Pyyi, Sqyi)}
< (psi(P,S) + pipai (P, S))¢i (x:) + (p5i (P, S)

+ pipei (P, S)07 (yi) + 2(p7i( P, S) + pipsi (P, S))pi ()i (i),
Y (t, 23, yi, M, P,S) € R X Nigy X Niyg x M x P xS,
i=1,2,....q

(d) an U“ f** + anﬂ Dylvq“,q“) 9"

i=1
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+Z277i77q+i{ﬂi(D;riUi7q+i) i +(D Viq+i) gf*}

i=1

q q
ZZ ﬂj{DtJr”ij +(D Uzg) fz(t T ya-PzaS)
: J:

>

+ (D3 vig)" fi(t .y, Py, Sj)}

q q
+2 Z Z Nag+iTg+;j {MiMthJrvq-&-i,q-&-j
i=1 j=2
j>i
+ 15 (D vgiqri) T 9i(t 2y, M, Pyyi, Sq i)

+ /”'Z(D;; Uq+i,q+j>ng (tv z,Y, Ma Pq+j7 Sq-i—j)}
qa q
2D Millatg {Mijvz’,qﬂ' +115(DF vig )"
i=1 j=1
J#i
x fi(t,x,y, P, S;) + (D;;Ui7q+j>ng(t7 z,y, M, Pyyj, Sq-i-j)}

H'MQ

{ poi (P, S) + pipron (P, ) 62 (z:)
+ (pni(P, S) + pip12i(P,S) + Mi(iﬂj>p13i>1/}z’2(yi)}

j=2
q
—I-QZ

J>1
i=1

{ P1 z,] P S) + pip2, Z,J(P S))(pz(x,)goj(x])

MQ

=N

i
+ (pS,z,j (P7 S) + Wipai (P S)
+ pipti ps.i g (P S))0i(yi) s (y; }+ QZZ P65 (P, S)
=1 1
=
+ wip7,i i (P, S) + pipips i (P, S)) i) (y;),
V(t,z,y, M,P,S) € RX Ny, x Nyy x N x P xS, where

LS.

Mmoz{aji: ajie-/\[ima $27é0}a -A[iyoz{yi: yie-/\[iya yi#o}a
t=1,2,...,q, 2q=s.

Proposition 5.3.2 Under conditions of Assumption 5.3.2 the estimate

D+’U(t7$7y’M) S UTG(M,P,S)’LL,
V(t,z,y, M,P,S) € R X Ngy Xx Nyg Xx M x P xS,

is true, where

= (@1(1)’ .. '7@q(mq)awl(y1)a .. 'awq(yq))v
C;(Z\f,P,S):[(J’Z'J'(]\/[,I:),S)}7 O'ijZO'ji, i,j:1,2,...,8,
0ii(M, P,S) = p1;(P, S) + p3:(P, S) + poi( P, S) + pi(pai( P, S)
+p10i(P,S)), i=1,2,...,¢

UQ+i,q+i(M7 Pa S) = ,022’(P, S) + p5i(P, S) + plli(P7 S)
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q
+ i (P&'(R S) + p12i(P, S) + (Zﬂj)pw(ﬂ 5)),
j=2
>t

1=1,2,...,q
Ji,q+i(M7P7S):p7i(PaS)+1u'ip8i(P7S)a Z:LZ,’(L
UZ]<M7P75):plz_]<va)+M7,p27,]7 i:1727"'7Q7 j:2737"'aq7 .]>Za
Ogtigti (M, P,S) = p3ij (P, S) + pipaij (P, S) + piptjpsij (P, S),
i=1,2...0 j=23,....q, j>i;
Tiq+j (M, P,S) = peij (P, S) + piprij (P, S) + piptj psij (P, S),
i j=12....q i#].

Proof Let all conditions of Assumption 5.3.2 be satisfied. Then for the
expression (5.3.4) we have

q
D+U(t,$,y, M) = Z {anDzr'Un + (D;;’Uii)Tfi(t,IEi,O, Rﬁ, Sz)

1=1
+ nl?Jri:u“iDtJrvfﬁ”i’(ﬁ*i + 773+7, (Dg—;vl]Jri,qui)Tgi (Ol, bia yi, Oa Pq+i, Squi)
+ 0P (D vi) T 7+ 14Dy Vgiigrd) g7+ 20img1i (i Dy i g
+ i <D:ivi,q+i>Tfi <t7 rLl7;7 yi7 P7;7 Sz)

+ (D vigi) T gi(t, 'y’ MY Py, Sqs))

(]
B By 2020, wind could provide one-tenth of our planet's

ra I n p O W e r electricity needs. Already today, SKF's innovative know-

how is crucial to running a large proportion of the

world’s wind turbines.

Up to 25 % of the generating costs relate to mainte-
nance. These can be reduced dramatically thanks to our
stems for on-line condition monitoring and automatic
jcation. We help make it more economical to create

Therefore we'need the best employees who can

eet this challenge!
Tr)_af Power of Knowledge Engineering
:’f‘%i

=

Plug into The Power of Knowlé ngineering.
Visit us at www.skf.com/knowled _&
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+n; (D+ Uu) [+ nﬁﬂ'(DZi Uq+i,q+i)T9;*

+ 20img4i (i (DF v q1a) T f7* + (D;;Ui,q+i)Tg;k*)}

q
+QZ

=1

MQ

{77”7]' (DtJrvij + (D Uzj) fz(t T yaPhS)

S0

) >1

[

+ (D Uzj) f] (t z,Y, Pjv S )) + Ng+iNg+j (HiHjD;_UzH»i,quj
+ s (D;_J ’Uq+i,q+j)Tgi (t7 z,Y, M P, q+is Sq-‘ri)

+ 1 (D} vgyigrs) 95(t 2y, M, Pyyj, Sq+j)) }

q q
+2D D it {“J’D;—”i,qﬂ + 1;(D3 vig+) " filt, @y, Pi, Si)
i=1 j=1
i

+ (D;rjvi,q.;_j)ng(t,x,y,M Pyyj, Sq-i—j)}

<3 {oulP5) + pu(P.S) + pu(P.S) £ pilou(P.S)

+ proi(P, 5)}%2(331') + {P%(P’ S) + p5i(P,S) + p11.:(P, 5)

i=1

+ i (P&(P, S) + p12(P, ) + <Zq:2Mj>,013,i(Pa 5)) }ﬁ(yz‘)

+ Y {pri(P,S) + pipsi(P, S) Yoo (i) i (i)

i=1

q q
+2) 0 {p1i (P, S) + pip2ii (P, S) b (i) 05 ()
i=1 j=2
Jj>i

q q
+23 > {031 (P, 8) + papai (P, S) + iptipsis (P, S) Yobu (i) 5 (y5)
i=1 j=2
G>i

q q
+23 0 {p6ii (P,S) + piprii (P, S) + it psis (P, S) bpi ()5 (y5)
i=1 j=1
i

= uTG(M, P, S)u.

Theorem 5.3.1 Let the perturbed motion equations (5.2.5) be such that
all conditions of Assumptions 5.3.1 and 5.3.2 are satisfied and
(a) matriz A(M) is positive definite for any p; € (0,1;1) and for
wi— 0, 1=12,...,q;
(b) there exists a matriz G(M) which is negative definite for any ; €
(0, 11i2) and for p; — 0, ¢ = 1,2,...,q, such that for the matrix
G(M, P, S) determined in Proposition 5.3.2 the estimate

G(M,P,S) <G(M), V(M,P,S)e MxPxS.

s satisfied.

Download free eBooks at bookboon.com



Then the equilibrium state (x¥,y™)T = 0 of system F is uniformly
asymptotically stable for any p; € (0,p1;) and for u; — 0 on P x S,
where [; = min {1, fi;1, flio}-

If, moreover, N1 x Niyy = R™T™i the functions @i, Vi, i, Vi are of
class KR, then the equilibrium state (¥, y™)T =0 of system F is uniformly
asymptotically stable in the whole for any u; € (0,1;) and for pu; — 0 on

P xS.

Proof Under conditions of Assumption 5.3.1, Proposition 5.3.1 and con-
dition (a) of Theorem 5.3.1 the function v(¢, x,y, M) is positive definite for
any p; € (0,7;1) and for p; — 0 it is decreasing on Nz x N,. Con-
ditions of Assumption 5.3.2, Proposition 5.3.2 and condition (b) of Theo-
rem 5.3.1 imply that the expression D v(t, z,y, M) is negative definite for
any u; € (0,1;2) and for u; — 0 for each (P,S) € P x S.

These conditions are sufficient for uniform asymptotic stability of the
equilibrium state of system (5.2.5) for any u; € (0,5;) and for p; — 0
on M x P x S since all conditions of Theorem 7 from Chapter 1 of the
monograph by Grujié, et al. [1] are satisfied.

In the case when Nj; x N, = R™*™ | the function v(t,z,y, M) is
positive definite, decreasing and radially unbounded. This fact together
with the other conditions of the theorem prove the second statement.

Remark 5.3.1 From the condition of matrix A(M) positive definiteness
and matrix G(M) negative definiteness the values fi;; and fi;2 are deter-
mined respectively, since [1; = min {1, fi;1, ti2} is the lower estimate of
the upper bound of the admissible p; so that M = {M: 0 < p;i < H,
i=1,2,....q}.

FEzample 5.3.1 Consider nonlinear and nonstationary 8-th order system
consisting of two interconnected 4-th order subsystems described by the
equations

dz;
dxt = (1 +sin®t)(—2 +0.1¢7) + 0.251-1(75)3,/;3 cos? t,
dyi
(5.3.5) i di = (L+sin® ) (=g} + 0.1 pix) + 0.250441 (t)x cos’ t,

hj=1,2, i#j,

where x; = (zi1,2i2)T € R?, yi = (yi1,yi2)" € R?, M = diag{u1, pa},
M={M:0<p; <1,i=12}, si(t) €[0,1], i =1,2,3,4, j = 1,2

and
Si _ ( 1 O Sil(t) O

| =1,2,3,4.
01 0 %&J’ TS

For system (5.3.5) the elements of the matrix—function (5.3.2) are taken
as follows

vii (i) = %27 'U2+i,2+i(yi) = /Jiyi27 Vij = V244,245 = Vij245 =0
Vit (i, yi) = 0.1 wiwiys, 4,5 =1,2, i #].
Let nT = (1, 1, 1, 1). Then the matrix

A1 A12(M)> ’

AM) = (Am(M) A2z (M)
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where

Aqp =diag(l, 1), As(M) = diag (u1, u2),
A12(M) = dla'g (_01 M1, —0.1 /1’2)7
is positive definite for any u; € (0,1] and for p; — 0, i =1,2.

The elements of the matrix G(M) are of the form

Fi(M)=—-24+026p;, i=12;
Topiogi(M) =—1.840.06pu;, i=12
Tiori(M) =0, i=1,2; T(M)=021421;(M)=0.01p,,
Gi24j (M) =02(14p), 4,j=12, i#].
Moreover, the matrix G(M) is negative definite for any u; € (0, 1] and
for p; — 0, ¢ = 1,2. Therefore, by Theorem 5.3.1 the equilibrium state

(T, yT)T =0 € R® of system (5.3.5) is uniformly asymptotically stable in
the whole on M x S,, where z = (2T, 23)T € R*, y = (yT,4y3)T € R?,

S :{S: S = diag (S1, Sa, S3,.54),

1000 1010 .
(0 10 0>§Si§<0 10 1)’ ’_1’2’3’4}'

operations in

Vouwro Touexs | Resanr Toocks | Macs Toveks | Vowo Buses | Vowo Cowsteucnion Esumsest | Wowo Pesm | Vowo Aeno | Wowo IT
Vowo Fimswcer Sepnces | Vowo 3P | Vowo Powerream | Vowo Pasrs | Vowo Techwowoer | Wowo Loasncs | Busisess Anes Asie
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5.3.2 Uniform time scaling In the case of uniform time scaling the
system (5.2.5) is represented as

dx; '

c?; = fi(t,,0,P, Si) + f, i=1,2,....q,
(5.3.6) )

Nl% = 719i(, b,y,0, Pyi, Sqvi) + Tg;, i=1,2,...,7
where
fi* = fi(t7x’y’Pi’Si) - fi(t7$707pi75i)7
95 = gi(t, 2,4, M, Pyyi, Sqti) — 9i(c, 0,4, 0, Pyyi, Sqvi),

and

€1, Ti, 0<71,<Ti<+o0, T,=71=T71=1

To study system (5.3.6) we make some assumptions.

Assumption 5.3.3 There exist

(1) open connected neighborhoods N, € R™ and Nj, € R™ of the
states x; = 0 and y; = 0 respectively;

(2) functions @;: Nig — Ry, Yju: Njy — Ry, i =1,2,...,q, j =
1,2,...,r, g+r=s, k=1,2, pi, Y are of class K (KR);

(3) constants a;,, @ip, Qi ovis Vgt Qigrjs Figtis 6D =
1,2,...,q, 7,1 =1,2,...,r, ¢+ r = s, and matrix—function

U111 (t, Uis(t, x,
(5.3.7) U(t7w7y,u1)=< 1T1( z)  pmUna( xy))’
N1U12(t7x7y) N1U22(t7y)

where
Ull(t,w) = [Uip(taxiamp)}z Vip = Upi, i7 p= 1a27~-~aQ;
Uaa(t,y) = [gtig+t (Y5 Y| Vatjigtt = Vgtigris  Jy L=1,2,...,7;

U12(t7x7y):[U’i7q+j(taxiayj)]’ i:172a"'7Qa j:172a"'7r7

whose elements satisfy the estimates

(a) it (Ti)ep1 (Tp) < vip(t, i, Tp) < Wippin (i) pp2(Tp),
V(t,z5,2p) € R X Nig X Ny 1, p=1,2,...,q, i <p;

(1) ayrjgriitWi)vn () < vgrigri(tyisu) < agrjgritviz(yy)
X¢l2(yl)7 V(tvijyl) € Rx A/]y X Myv (] < l) € [17 Ir};

() Qi qpjPir (@) (y;) < Vigrj(t @i, y5) < Qg in(Ti)¥52(y;)
V(t, xi,yj) € RxNigxNjy, i=1,2,...,q, 5 =1,2,...,r, ¢+r =s.

Matrix—function (5.3.7) and constant vector n € RS allow us to con-
struct an auxiliary function

(5.3.8) o(t,z,y, ) =0 Ut @y, pa)n.
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Alongside function (5.3.8) we consider the expression of the upper right
Dini derivative

(539) D+’U(t,.’li,y,ﬂ1) = 77TD+U(t7$7y»N1)777

where
e DtU (¢, DtU(t, x,
D+U(t,1‘,y,,u1)d:f< . lTl( x) 22 +12( 551/)>’
i DTUL(L 2, y) DT Uss(t, y)

D+U11 = [D+Uip(t7 )]a D+U12 = [D+Uij (ta )L
DUy = [DVvj(t,-)], ip=1,2,....q; 5 l=1,2,....r; q+r=s.

Proposition 5.3.3 Under conditions of Assumption 5.3.8 the function
(5.8.8) satisfies the bilateral estimate

ul A(pn)ur < o(t, z,y, 1) < ug B(pa )us,
V(t,z,y,p1) € RX Ny x Ny x M,

where
ul = (p11(x1), -, pa1(xq), Yri(yr), - - Yriyr)),
ug = (p12(21), - ., Pga(aq), Y12(y1), - -, Yra(yr)),

A(pr) = H'Ay(m)H, B(w) = H Ap(m1)H, H =diag{nm1,...,n:},
A11 /.1,1A12 le ,U/1Z12
Ay ,Ul) = ( s Ay ,Ul) = —T — 3
( Ay p1 Az ( Ay p1 Az
An = lag), ap =0, An =[5, @p=d,
Agy = [Qqﬂ‘,qﬂ]v Qgtigq+l = Lgtl,q+i
Azs = [Qgtjqtt],  Tgtjgrt = Tgtigts
Agp = [Qi,qﬂ-], A1y = [@ig45);
Lp=12,...,q, 5l=12,....r, q+r=s.

The proof of Proposition 5.3.3 is similar to that of Proposition 5.3.1.

Proposition 5.3.4 If in Proposition 5.5.3 the matrices Ay1 and Aao
are positive definite, then the function (5.3.8) is positive definite for any
w1 € (0, pu}) and for py — 0, where

N Am (AT1)Am (A35)
=min\ 1, ,
& { A (Afp417)

A}, = HY Ay Hy, Al = Hy AgoHy, Ajy = HiA1oHo,

Hy, =diag{ni,n2,...,nq}, Hz=diag{ng+1,mg+2,---,ms}-

Proposition 5.3.4 is proved by the immediate testing.
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Assumption 5.3.4 There exist

1) open connected neighborhoods Nj; € R™ and N;, C R™ of the
P g Jy
states x +¢ =0 and y; = 0 respectively;

(2) functions ¢;,1; of class K (KR), i =1,2,...,q, j=1,2,...,1;

(3) functions wvip = Vpi, Vgij.qrl = Vgtl,gt+js Vigtj, -0 = 1,2,...,7,
4,0 =1,2,...,r, which satisfy the conditions of Assumption 5.3.3,
and

(a) vip(t, 25, 2p) € C on (RXNjzoXNpgo) oron (Rx R™ x R™);

(b) vgrig+i(t,ys,y) € C on (RxNjyo x Niyo) oron (Rx R™ x
R™);

(€) vigtj(t,xi,y;) € C on (R X Nigo X Njyo) or on (R x R™ x
R™);

(4) real numbers pai(P, 5)7 pDéi;D(P7 S)a Pa,q+j (Pa 5)7 pDé,quj,qul(Pa 5)7
p577i,Q+j(P)S)7 a =123 08=12 ip=12..4q jl =
1,2,...,7, ¢+7r=s and

(a) n?Difvii +nf(DFvia) " filt, 2,0, P, 8i) < p1a(P, S) (w:)

q
+ Z prip(P; S)pi (i) pp (),
=1
i

V(t,z;, P,S) ERX Nizo x P xS, i=1,2,...,q;

)

EXPERIENCE THE POW
FULL ENGAGEMENT...

RUN FASTER.
RUN LONGER..
RUN EASIER...
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(b) 772+jﬂlD:_Uq+j7q+j

+ 1T (D vgrjari) T 95(a 19,0, Pyyj, Sqij)

< P14 (P YO (W5) + > prgriart (P S)w; () vu(m),
z
V(t,y, . P,S) € RXNjyo x Mx P xS, j=1,2,...,1;

q T
() > (DFva) fF 4> g (D varjani) 9]
=1

Jj=1

q q
+ 2 Z Z ninp{D;’_IUiP + (D;iviP)T.f’i(t7 x,Y, P’i7 S’L)
i=1 p=2
p>i

+ (D:pvip)Tfp(ta x,Y, Ppa Sp)}

r T
+2 Z Z Ng+5Mg+1 {,Ul Df vgyjq41

j=11=2
I>j

+ 75(Df vargqr) 95 (4 2.y, M, Pyij, Sqis)
+ Tl(D;_LUQ‘f‘j;qu‘l)Tgl(ta r,Y, M7 Pq_H, Sq+l)}

q T
+23 03w { i DF v+ (i g )" filt 2, Py S0)
i=1 j=1

+ Tj(D;_jU’L',q-‘rj)ng(ta z,Y, M7 Pq-‘rj? Sq+])}

< Z(P%(R S) + p1psi(P, )@ ()

i=1
+) (p2.0+i (P S) + 11p3.945 (P, )7 ()
i=1
! q q
+23 > (p2ip(PS) + papsip(P, S))pi (i) op ()
=
423 7 (p2.grart(PS) + pps.gjari (P S))s (y;) e (w)
i~
q r
)N (prigri (P S) + papa.igsi (P S)pi (i) (u;),

i=1 j=1

Y (t, 25,95, M,P,S) € RX Nigy X Njy, x M x P xS.
Proposition 5.3.5 Under all conditions of Assumption 5.8.4 for the

expression (5.3.9) the estimate

DYtz y, ) < uTCu + puGu,
V(t,z,y, 1, P,S) € RX Nyyg X Nyy x M X P xS, V1€ [z;,74],

holds, where

T

ut = (p1(21)s - 0q(Tq), 1(Y1)5 - - s e (yr)),
Cley), @i =¢u, G=loyl, 0o, i,j€(l,s],
Cip = p1ip(P, S) + p2ip (P, S),  Tip = p3ip(P,S), i,pell, g, p>i
Catiari = Pra+i(PyS) + p2,4+5 (P, 5),
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Tytiati = P3.q+i( g), 7=12...,m

Catiiart = Platiqrt (P, S) + p2,qrjqri(P,S),
E(I"!‘jv'ﬁ‘l :p3»q+j7q+l(ﬁ7§)> ]7l = 1,2,...,7", j > l7
Cigti = Pryig+i(P.S),  Tigrj = p2iqri (P S),
1=1,2,...,q, j=0r, q+r=s.

Here P, S € S are constant matrices such that

pai(P,S) < pai(ﬁ,g)a pozip(P, S) < pmp(ﬁ,g),
Poz’quj(P, S) < Po,q+j (ﬁ, 3), poz’quj’qul(Pa S) < pa,qy',qul(Z_Da E),
poig+i(P.S) < pig+i(P,S), a=1,23 [=12
iL,wp=12,....q, 5, 1=1,2,...0r, q+r=s.

Proof of Proposition 5.3.5 is similar to that of Proposition 5.3.2.

Proposition 5.3.6 If in Proposition 5.3.5 the matriz C is negative-
definite and A\yr(G) > 0, then the expression DYv(t,z,y, 1) defined by
(5.8.9) is negative-definite for any 1 € (0, ui*) and for p1 — 0 where

The proof of Proposition 5.3.6 follows from the analysis of the inequality

DF(t,x,y, i) < uCu+ pu' Gu < A (C) + A (@))]|ul*.
Remark 5.3.2 If in Proposition 5.3.6 Ay(G) < 0, then expression
(5.3.9) is negative definite for any pq € (0, 1] and for pu; — 0.

Theorem 5.3.2 Let the perturbed motion equations (5.5.6) be such that
all conditions of Assumptions 5.8.3 and 5.3.4 are satisfied and

(1) matrices A1 and Age are positive definite;

(2) matriz C is negative definite;

(3) w1 € (0,711), pi = ur; ', 7 € [1;,74), i € [1,7] where iy =

min{ui, ui*}.

Then the equilibrium state (z%,yT)T =0 of system (5.3.6) is uniformly
asymptotically stable on MxPxS.

If all conditions of the theorem are satisfied for Nigz x N, = R™1™i and
functions @i, 1; are of class KR, then the equilibrium state (xT,yTH)T =0
of system (5.3.6) is uniformly asymptotically stable in the whole on M x
P x S, where M = {M:0< p <p1, i = [Ll’l'i_l, Ti € [1;,Ti), @ =
1,2,...,7}.

Proof Under conditions of Assumption 5.3.3, Proposition 5.3.3 and con-
ditions (1) and (3) of Theorem 5.3.2 the function wv(t,x,y, 1) is positive
definite on M and decreasing on N, x V.. Conditions of Assumption 5.3.4,
Proposition 5.3.5 and conditions (2) and (3) of Theorem 5.3.2 imply that
the expression DV v (t,z,y, u1) is negative definite on MxPxS.
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In the case when N, x Nj, = R™*™™i the function v(t,z,y,p) is
positive definite, decreasing and radially unbounded. This fact together
with the other conditions of Theorem 5.3.2 prove its second assertion.

Example 5.3.2 Consider nonstationary 4-th order system consisting of
two interconnected 2-nd order subsystems

dx; 1 1 —sin2t
o — i +0.02 S;19y; + 0.03 S0y ¢,
a1 +cos2t{ ;T it 2%}
dy; 1 4 — pj;sin2t
i = 2/ Yi
(5.3.10) dt 14 cos?t 2

+ 0.01[1@'(Sq+i71l‘i + Sq+i72xj)},
i,j=1,2; i#]
where t,x;,y; € R, M ={M: 0< p; <1, i=1,2}, M = diag{u1,p2},
T, =13, T2 =1, sothat € [, 1], S;; = S;;(t) €[0,1], 4,5 =1,2.
The elements of the matrix—function (5.3.10) are taken as follows
vii(t,2) = (1 +cos® t)a?, i=1,2,
vatiati(tyi) = (1+cos’t)y?, i=1,2,
vip(ta xiamp)v2+j,2+l(ta yj7yl) = 07 iajapal = ]-7 25
viotj(t i yy) = 0.1(1 + cos® )iy, 4,5 =1,2.

This e-book Y o N
ismadewith SETASIGN

SetaPDF h Y 4

\7\‘ PDF components for PHP developers

www.setasign.com

183 Click on the ad to read more

Download free eBooks at bookboon.com



http://s.bookboon.com/Setasign

Let nT = (1,1,1,1),. Then the matrices A1; = Agy = diag{l,1} are

) b )

positive definite and the matrix
_( A A _(-02 -0.2
A(Ml) o (,u,lA;PQ ,[L1A22 ’ Where A12 o 702 702 ’
is also positive definite for any py € (0,1] and for pu; — 0,, since pj =

min{1,2.5} = 1.
For such choice of the elements of matrix—function (5.3.7) we have

pri=-1, i=12 piz=-4 puu=-1; p3; =0, j=1234
p31(S) = 0.01(S31 + Sa2);  p32(S) = 0.01(S32 + Si2);
p33(S) = 0.002511 + 0.003S22;  p3a(S) = 0.003S1 + 0.002S01;
p212(S) = 0;  p312(S) = 0.01(S31 + S32 + Sa1 + Sa2);
p234(S) = 0;  p334(S) = 0.002(S11 + Sa1) + 0.003(S12 + Sa2);
(S) = 0.2 +0.04511;  p213(S) = 0.05 + 0.255:;
() = 0.1 4 0.06512;  po14(S) = 0.05 + 0.1512;
p123(S) = 0.2 + 0.06S52;  p223(S) = 0.05 + 0.1S32;
() = 0.1 4 0.04551:  po2a(S) = 0.05+ 0.1541.

The matrices C and G consist of the elements

Cl1=7Cxp=Cyu=—1, Cy3=-4, C2=0, ©¢34=0,
Ci3 = 0.24, Ty =0.16, To3 = 0.26, Tos = 0.14;
T = 0.02, Fap = 0.02, Fgs =0.005, Faq=0.005,
F1o = 0.04, Ty =001, 15 =025 o =0.15,
Fos = 0.15, g = 0.15.

Besides, the matrix C' is negative definite and
ui*=min{l,2,1,...} =1.

So, all conditions of Theorem 5.3.2 are satisfied, {13 = min {u}, p7*} =1,
and therefore the equilibrium state of system (5.3.10) is uniformly asymp-
totically stable in the whole on M x S.

5.4 Tests for Instability Analysis

5.4.1 Non-uniform time scaling Instability of solutions is considered
in two cases. First, we shall consider the case of nonuniform time scaling.
To this end we need the following assumptions and estimates.

Assumption 5.4.1 The inequalities of Assumption 5.3.2 hold true
when the inequality sign is reversed, i.e. ”<” becomes ”>".

Proposition 5.4.1 Under conditions of Assumption 5.4.1 for the ex-
pression (5.3.9) the estimate

DYw(t,x,y, M) > u G(M, P, S)u,
V(t,z,y, M,P,S) € RX Ny x Ny x M x P xS,
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holds true, where uT and G(M,P,S) are defined in the same way as in
Proposition 5.3.5.

The proof is similar to that of Proposition 5.3.5.

Theorem 5.4.1 Let the perturbed motion equations (5.2.5) be such that
all conditions of Assumptions 5.8.1 and 5.4.1 are satisfied and
(a) matrices A(M) and B(M) are positive definite for any p; € (0, uf)
and for p; — 0, i =1,2,...,q, where puf = min {fi;1, G };
(b) there exists a matriz G(M) which is positive definite for any u; €
(0, w;3) and for p; — 0, i =1,2,...,q, such that for the matriz
G(M, P,S) defined by Proposition 5.3.7 the extimate

G(M,P,S) > G(M), Y(M,PS)eMxPxS.

18 satisfied.

Then the equilibrium state (zT,yT)T = 0 of system (5.2.5) is unstable
for any w; € (0, ;) and for p; — 0 on P xS, where

ﬁi = min{la /’L:a ﬂz.?)}

Proof We construct the scalar function v(¢,z,y, M) in the same way as
in Section 5.3.1. Under the conditions of Assumption 5.3.1 and by condition
(a) of Theorem 5.3.3 the function v(t,z,y, M) is positive definite for any
wi € (0, pf) and for p; — 0, i = 1,2,...,¢q, and admits infinitely small
upper limits on N, x N,. The conditions of Assumption 5.3.5, Proposi-
tion 5.3.7 and condition (b) of Theorem 5.3.3 imply that the expression
D*u(t,z,y, M) is a function being positive definite for any wu; € (0, 7i;5)
and for u; — 0, for every (P,S) € P x S. These conditions are known
to be sufficient for instability of the equilibrium state of system (5.2.5) for
any u; € (0, ;) and for g; — 0 on M x P x S.

Remark 5.4.1 By the condition of positive definiteness of the matrices
A(M), B(M) and G(M) the values Ti;;, fi; and ;5 are determined re-
spectively, since fr; = min {1, 1,1, B9, B;3} is the lower estimate of the

upper boundary of the admissible p;, so that M ={M: 0< p; <@, i =
1,2,...,q}.
5.4.2 Uniform time scaling

Assumption 5.4.2 The inequalities of Assumption 5.3.4 hold when
the inequality sign is reversed, i.e. ”<” becomes 7 >".

Proposition 5.4.2 Under all conditions of Assumption 5.8.6 for the
expression (5.3.9) the estimate

DYt z,y, p1) > uTCu + puGu,
V(t,z,y,p, P,S) € RXx Nyy X Nyy x M X P xS, V7 €lr;, Til,

takes place, where u™, C, and G are determined as in Proposition 5.3.5.

The proof is similar to that of Proposition 5.3.2.
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Proposition 5.4.3 If in Proposition 5.4.2 the matriz C is positive de-

finite and A\, (G) < 0,, then the expression DVo(t,z,y,u1) is positive
definite for any p1 € (0, ui*) and for puy — 0, where

i =min {1, =\, (C)XHG)}.

m

The proof follows from the analysis of the inequality

DYu(t,z,y, m) > u' Cu+ pau Gu > (A (C) + 1A (G)) [[ull.

Remark 5.4.1 If in Proposition 5.3.9 A, (G) > 0, then the expression
Dt o(t,z,y, pu1) is positive definite for any p; € (0, 1] and for u; — 0.

Theorem 5.4.2 Let the perturbed motion equations (5.2.5) be such that
all conditions of Assumptions 5.4.2 and 5.4.3 are satisfied and

(1) matrices A1y, Aga, A1, Asa and C are positive definite;

(2) M1 € (07 ﬁl): Hi = /1‘17—7;71; T € [17;7 FZL (&S [17 TL where

iy = min {u}, pi, A (A7) A (A3) Ay (A5453)},
Ay, =HYA\H, A5, = HY ApHy, Ay, = H ApHy,
Hl = dla‘g {n1’7727 s 777q}7 H2 = dla‘g {nq+17 Ng+25 -+ 775}

Then the equilibrium state (z%,yT)T = 0 of system (5.2.5) is unstable on
MxP xS, where M={M: 0< p <Tiy, i :uﬂ'{l, 1=1,2,...,q}.

The proof is similar to that of Theorem 5.2.2
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5.5 Linear Systems

5.5.1 Non-uniform time scaling  Consider the linear singularly per-
turbed system

d.’L‘i k| )
= At > (ShAaw + SiAuy), i=1,2,....q,
(5.5.1) ljl
dy; |
pi dyt = Biyi + > (:SqsiyBawi + Sy i Biw),  i=1,2,...,4,
=1

where A;, S, Aa, AL, By and B, are constant matrices, all matrices and

; 1 @2 ql 2
vectors are of the corresponding order, and Sy, S, S, , and S, are

diagonal matrices, p; € (0, 1], Vi=1,2,...,¢q. Let

1 1 1 1 1
SL ShL ... S, o s, ... St
2 2 2 2 2
71 12 7,0—1 7,2+1 7
g _ S S S? J S? S
B Sl Sl J St Sl ’
q+i,1 q+i,2 q+i,i—1 q+ii+1 v q+i,q
2 2 2 2 2
S SPua o SHaia J S o SPa

i:172,...,q7 S:diag{ShSQ,...,Sq}.

The structural set is defined as

S={5: 0< Sj’-‘} <J, Sh= S(?_H’i =0, S% = S;—s-i,z‘ =J,
il=1,2,...,¢ j=12,...,2q, k=1,2},
where J is an identity matrix of the corresponding dimensions.

The independent singularly perturbed subsystems corresponding to sys-
tem (5.4.1) are obtained by substitution by 2% and y* for  and y

dx; )
i:Azxz"_A;zyza VZ:LQ,...,(],
dt
(5.5.2) a
Ni%:Biyi+ﬂiBii$i, Vi=1,2,...,q.

Construct matrix U(t, z) for system (5.5.1) with elements
(5.5.3)
vij(zi,75) = vji(wi, m;) = ) Pijzy, 4,5 =1,2,...,¢;
Ui+ (0, Y5) = 23 Pigrgys, 4J=1,2,...,4, 2¢=s;
Vatisgti Yir ¥i) = Variari (Vi i) = Vi Patigri¥i, 1,7 =1,2,...,q,

where Pj;, Pyiiqt; (1 # j), Pigt; are constant matrices.
For functions (5.5.3) the following estimates are satisfied

(2) A (Pi)llzi]|? < vis (@) < A (P)||2ill®, V@i € Nigo, 1 € [1, gl

(b) )\m(Pq+i7q+i)HyiH2 < Uq+i-q+i(yi) < )\M(Pq+i,q+i)||yz’||27
Vi € Niyo, Vi=1,2,...,q;

1/2 1/2
(€) — Ly (PPl ;]| < vigi, x5) < A2 (P PE) | |1,
(5.4.4)
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v(l'i,xj)ej\[izox-/\[jzo, Viaj:1a27"'vqa Z#ja

1/2
(d) - /\ ( q+i, q+J)P +i, q+]||y2|| ”y]” < Vg, q+](y27y])

1/2 T
A (Pvisgs i) PR avilwill lyills ¥ Wi 45) € Nigo X Nigos

Vi, j=12,...,q, i#J;

1/2
(€) — Ay (Prgrs PE il g5l < visgas @iy ) <
)\1/2

M (‘Pi,qu] zq+y)HxZ” ”yJ”a V(Z'i,yj) GMIO X'/\/jyo’
i?j = 17 2’ R 7q’
where A\, (Pj;) and Ap,(Py4iq+i) are minimal eigenvalues, Apa(P;;) and
A (Pytig+i) are maximal eigenvalues of matrices Pu and Py1i q+i respec-
. 1/2 1/2
tively; AM2(Py P, A2 (Pysi, g+iPligy;) and A2 (P; atiPiyy;) are
norms of matrices P;j, Pytiq+; and Pjq4j respectlvely

When estimates (5.5.4) are satisfied for function (5.3.3) with elements
(5.5.3) the bilateral inequality

uTA(M)u < v(z,y, M) < u"B(M)u.

takes place.
Here matrices A(M) and B(M) are defined as in Proposition 5.3.1,

ut = (el a2l - gl lyalls vzl - llyalD),

;i = A (Pii), Qotigt+i — A (Pytigti)s Qi = _AMZ(P“P'T%
Xgtigts = _A}\f(PquianrJ’Pgﬂ,qH) (T —)\}\42(P,q+]PZTq+])
Qi = A (Pii)s Qgigri = A (Potigti), Qi = —Qyj,
Qpigri = ~Qqpigryy  Qig+i = ~Qigrj, Vi,J=1,2,....q

Let n* = (1,1,...,1) € RS, then the expression of total derivative of
function (5.3.3) with elements (5.5.3) is

(5.5.5) DV (x,y,M)=2TC(S)z + 2TG(M,S)z, VY (x,y) € R? x R,
where
2= (2], %y T YT Ya e Yg)

C(S) = [ci;(9)], i,5=1,2,...,s;
G(MaS):[O'ij(M,S)], ,7=1,2,...,8; s=24q.

The elements of the matrix C(S) are
i1

ci(S) = PA; + AT Py + Z (B;F(SlllAlz)) + (SlliAli)TPli)
=1

q
+Z Zl Slz‘4lZ (SlelZ) zl) i = 1727"'7(];
=1

i—1

Cqtig+i(S) = PyyigriBi + B! Pyyigri + Z +l q+z(Sq+l iBli)
=1

188
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q
+ (5740, B1) " Pavtari) + Y (Paviari(SgiB)
1=i
+(S2BL) " Plign), i=12,...,¢
i—1
cij(S) = ¢ji(S) = Py Aj + AT Py + ) (P} (S} Ayy)
1=1
j—1
+ (SiA) " Py) + D (Pu(Sis Aiy) + (SiiAu) * Py)
=i
q
+ ) (Pa(SHAG) + (SEAD)TPR), i =1,2,....q, j>1i;
1=j
Cq+i,q+j (S) = Cq+j7q+i(S) =0, 4,7=L12,...,q, j>10
i—1 q
Cig4i(S) = PigrjBi + Y _PL(SHAL) + > Pu(SEA})
=1 1=i

q
+ 3 Piga(S25Bl), ii=1.2,....q.
=1

The elements of the matrix G(M, S) are
O—ZZ(M’S):H"LU:;(S)a 7’:1’277(]7

q
05(9) = 3 (Prgst(Skeri Bu) + (ShBu) " Pl), i=1,2,...

=1

Ogtigti(M,S) = piog; 03(5), i=1,2,...,¢;

360°
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q
J;Jri,quz Z Slelz Pl,qui + Plr,I¢‘1+z(Sl2z 21))7 t=12,...,q
1=1

0ij(M,S) = 0;i(M,S) = pjoj;(S), i,j=1,2,....,q, >4

)=

ok (8) =

¥

(Pig+1(Sqs13Bij) + (Sqr1;By) Pigr), §>i=12,....q;
l
Oq+i,q+j (M7 S) = Og+j,q+i (M7 S) = Mio-;—&-i,q-&-j (S) =+ Njo':;j-i,q+j (S)7
i7j:172""’q7 j>?:;
i—1

Oovigri(S) = Pytig+jiBj +Z a+, q+z(5q+l,jblg)
=1

Il
=

q
+ qu+i,q+l(sg+l,jBl/j)v =129, J>74

1=i
j—1
*k T 2 /\T
aq+i,q+j(S) = B; Pq-&-i,q-s-j + Z(Sq-‘rl,iBli) Pq+l,q+j
=1

T T T
E : q+1, ZBl’L Pqu] q+l+z Slz z ‘quJr]

+Pl7q+j(sli l;i))v i>i=1,2,...,¢q

Oi,q+j (M7 S) = NjU:,q+j(S) + H’lH'JO-ZZJr](S)a 27.7 = 1a 27 s s

q
O-;:q+j (S) = AiTPiqu!‘j + Z(SlliAli)TPlqu!‘j? Za] = 1a 27 s s
=1

q
,q+] ZP +1, q+z +l,jBlj) + Z Pq+i,q+l(S +1 jBlJ)
=i

z,j:1,2,...7 q.

We designate the upper boundary of expression (5.5.5) by DV (z,y, M)
and find the estimate

(5.5.6) DV (z,y, M) < uTG(M)u,

where
ut = ([l Nzl - gl Nyl Nzl - llyal),
é(M):[Eij—FEij(M)], i,j=1,2,...,s, s§=24.

The elements of the matrix G(M) are

Cii = Am(¢ii(S7)),  Cqrigri = Am(Cqrig+i(57)), i=1,2,...,¢q
Eij Z/\}V/IQ(CZJ(S*)CE(S*)) ZEJ'Z‘, i,j=1,2,...,q, j >7;;
Cq+i,q+j = Cq+jg+i = 0, 4,j=L12,...,q, j>4

_ 1/2 « " o
Cigrj = )‘1\//1 (Cig4+5(S )CZq+j(*S ), 4,ji=1,2,...,q;
EM(M) :,U,Z)\M(O';(S*)), 1=1,2,...,q;
Gotigri(M) = pirn (044,04:(S7)), i=12,...,q
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Tii (M) = 75(M) = Ay, (05(S)oiT(5%), j>i=1,2,. .4
Farigri (M) = TgpjqriM) = pidyy (0 4iq15 (S)0oEs 445(57)
A (00 gy (ST (SN, =12 q, > s
gt i (M) = Ay (0744 5(S7)0 015 (5)

Ay (7 (ST (7)), =12,

Here S* € S is a constant matrix such that

cij(S) <¢ij(S7), o;(S) <oj(s), i,7=1,2,...,s,
UZTJ:J’(S) S 1q+](S**) J;:—i,q-i—j(s) < q+z q+](S*) Za] = 1727~ - q

Theorem 5.5.1 Let the equations of linear singularly perturbed large-
scale system (5.5.1) be such that for this system it is possible to con-
struct matriz-function (5.3.2) with elements (5.5.3) which satisfies esti-
mates (5.5.4) and for the expression (5.5.5) estimate (5.5.6) holds true
and

(1) matriz A(M) is positive definite for any p; € (0, g;1) and for p; —

0, 2=1,2,...,q;

(2) matriv G(M) is negative definite for any p; € (0, fiz2) and for

wi — 0, 1 =1,2,...,q.

Then the equilibrium state (%, yT)T = 0 of system (5.5.1) is structurally
uniformly asymptotically stable in the whole for any p; € (0, ;) and for
w; — 0 on S, where p; = min{1, fi;1, flia }-

Here [i;1 and [i;2 are determined by conditions of matriz A(M) positive
definiteness and matriz G(M) negative definiteness respectively.

This theorem is proved in the same manner as Theorem 5.4.1.

Ezxzample 5.5.1 Let system ( .1) be the 12-th order system n =m =6
decomposed into three ¢ = r = 3 interconnected singularly perturbed
subsystems determined by the matrices

(5.5.7)

01 0 -4 0 -3 0
Al_(o 0.1)’ A2_< 0 —4)’ A3_( 0 —3)’
30 -3 0
1412—<0 3)7 A21—( 0 _3)7

Aig = A1 = Aoz = Ao = 1071,
/ —1 - .
Aij =10""J, i,7=1,2,3;

B¢=<_(2) _g>; B =10"'J, Bj; =0, i,j=1,23;

Sjl = diag {s;ik, sfl}, k=12, 1=1,2,3, j=123,4,5,6;
0<sh <1, s;=s340:=0, sp=s3.,,=1 sy =1 =123
In the matrix-function (5.3.2) the elements are taken as follows

(5.5.8)

Download free eBooks at bookboon.com



Stability Theory of Large-Scale
Dynamical Systems Singularly Perturbed Large-Scale Systems

vii(w) = o) Jog, vy (g, x5) = 2 107 Ty,
Usi (Vi) = Ui 2JYi, Usisi(veyy) =0, 0,5 =1,2,3, i#j;
Vi (i y;) = o 107y, 4,5 =1,2,3; j=diag{1,1,1}.
It is easy to see that for these elements
vii(i) > ||i|?, i=1,2,3;

(5:5.9) vij (i, w5) = =01 [zl (|5, 4,5 =1,2,3, i #j;

vsyisri (i) > 2llwill? i=1,2,3;

Vi 345 (i, y5) = =01 |zl lysll, 4,5 =1,2,3.

Let nT = (1,1,1,1,1,1), then the matrix A(M) becomes

san= (00,
- 12(M> A22(M)
where
1 —-0.1 —-0.1 M1 U1 M43
A11 —0.1 1 —0.1 5 Alg(M) =0.1 M1 M1 U3 5
—-0.1 -0.1 1 M1 M1 U3

Az (M) = diag {21, 242, 2u3},

and is positive definite for any p; € (0, 1] and for u; — 0, ¢ =1,2,3.
For such choice of the elements of matrix-function (5.3.2) the elements
of the matrix G(M) are defined as
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c11 = —0.38; oo =—7.38; ¢33 =—5.96; c12 =co1 =0.17,;
ci3 =¢31 =0.08; €3 =7C320=0.19; C34i3+i=-8, 1=1,2,3;
C34i3+5 = C345,3+i =0, 4,7 =1,2,3, 1#j;
Gi(M) =G34534i(M) =0.6-10""p;, i=1,2,3;
034i3+j (M) =034 53+i(M) = 0.1p; +0.04p5, 4,5 =1,2,3, i# j;
5ij(M)=5;;(M)=06-10""p;, i,j=1,2,3, i#j;
Ciat; =08-107Y i,j=1,2,3;
Oig+j (M) =0.18u; +0.1ppy, i=1,2, j=1,2,3;
02,34+5(M)=0.9-10""p; +0.1pop;, j=1,2,3.
Moreover, the matrix G(M) is negative definite for any p; € (0,1) and
for uy; — 0, 1 =1,2,3.
By Theorem 5.4.1 the equilibrium state (zT,9™)T = 0 € R'? of the

system determined in this example, is uniformly asymptotically stable in
the whole on M x S, where M = {p;: 0 < p; <1, i=1,2,3}.

Remark 5.5.2 In this example the independent degenerate subsystem
dz;y (0.1 0 -
a — \ 0 01)"
is unstable and the independent singularly perturbed subsystem
dry (01 0 - 0.1 O
a \o0 01)*T {0 01)%
dyp _ (=2 0 n 0.1 0 .
Mg =\Lo =)t Mlo 01)™
is not stable for any p; € (0,1].

5.5.2 Uniform time scaling In the case of uniform time scaling system
(5.5.1) is of the form

dx; 1 . .
dtz = Ajz; + az::l Sl Aiata + @z_:l SHAigys, i=1,2,....q,

d ) q
(5.5.10) 1 % = Tijyj +u+1 Z S;+j’aBja‘ra

a=1

T
+75 > ShiaBisys, G=1,2,...,m,
p=1

where A;, Bj,Aiq, A;ﬁ, Bj, and B;ﬂ are constant matrices. All matrices

2 ¢l 2

Sigr Sqriiar Sqrip €S
are the diagonal matrices, S is determined in the same way as Section 5.2,
H1 € (07 1]7 q+r=s,T; € [Iijj]'

Assume that 7, and 7, j =1,2,...,r, are given.

and vectors are of the corresponding order, and S}

(1o}
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We construct matrix-function (5.3.2) for system (5.5.10) with the ele-
ments

Vip (T4, ) = vpi (4, 0p) = ) Pipp, 4,0 =1,2,...,¢;
(5.5.11) Vatga+t (Y5 Y1) = Varta+s (Y5 90) = Y; Patgarivi,
Vig+5(Tis Yj) = x;FPi,q-Hyj, 1=1,2,...,q,
j=L12....,r, q+r7r=s,
where Pj;, Pyyjq+; are symmetric positive definite matrices; Py, ¢ # p,

Pytjg+i, J#1, Pigq; are constant matrices.
For function (5.5.11) the following estimates are satisfied

() Am(Pii)llzil|? < vii(@i) < A (P)||2ill®, Vi € Niag,
i=1,2,....q
(1) A (Pytggr ) Muill® < variars (U5) < Anr(Patggd) lusll?,
Vyj € Njy,, 7=1,2,...,m;
1/2 1/2
(©) = M (PPl |zl < vip (i, ) < X (PipPh) | Il
(5.5.12)
v(xhxp)e-/\[izo prI(n i?p:1727"'7q7 Z#pa

1/2
(@) = A Pttt Py e Dl ]l < vgsqn (o) <
1/2
NPyt P e il ¥ (035 91) € Ny X Nigo,
Gl=1,2...r, j#I
1/2 T
(©) = A (Poges PRyl ] < vigs (i) <
1/2
A Prgag PT )il gl ¥ (@, 5) € Niay X N,
i:1727‘”7Qu ].::[,27...77’7 q+r=s,

where A, (-) are the minimal eigenvalues, Ap/(-) are the maximal eigen-

values, and )\}\//12(-, -) is the matrix norm.

If estimates (5.5.12) are satisfied for function (5.3.2) with elements
(5.5.11) the bilateral estimate

u A(p)u < o(a,y, ) < ul B,
v(xiaijﬂl) € Mﬂ?o X -/\/jyo X M,

holds, where ut = (||:L'1||, ||:L‘2H7 R ||xq||7 ||y1||7 ||y2H7 R ||yT||)7 the ma-
trices A(u1) and B(py) are defined as in Proposition 5.3.3 with the ele-
ments

a; = An(Pi); gy =y, = —/\}V/f(Pipr;), iFp=12,...,q
@i = Ar(P); @i =api = A (PP, i#p=1,2,....¢
Qg = dm(Patia+i)i
Qgtjqtl = Lgtlg+i = _/\}\//Iz(PtI+j7q+lP<;l:+j7q+l)z Ll=12..r, j#I

gtjg+i = A (Pytjg+s);

— — 1/2 T . .
Tyl = Tgtlars = Apr (PytjgttPijgr)s Gl =12,...,1m j#I
1/2 T _ . .
Qi,q-&-j = _>\]\//[ (Pi7q+jpi7q+j)7 QG q+5 = _Qi,q+ja 1€ [LQL AS [L 7’}-
194
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It is easy to verify that if the matrices A}, and A%, are positive definite,
then the function V(z,y,u1) is positive definite for any w1 € (0,pf) and
for p; — 0, where pj is defined as in Proposition 5.3.4.

Let nT = (1,1,...,1) € R*. We designate the upper boundary of the
total derivative of function (5.3.8) with elements (5.5.11) by DV (x,y, p1),

and find

(5.5.13) —DV(x,y, 1) < uTCu+ i 1uTGu,

where 6 = [Eij], Ei]’ = Ejz', i =12 ...,8 5 = [Ei]’], Eij = Eﬁ, i, ] =
1,2,...,s, the matrices with elements

Ci = p1i(S) + p2:(9), i =pa(S), i=1,2,...,¢q
Cip = prip(S) + p2ip(S),  Tip = p3ip(S), Lp=1,2,...,q, p>i;
Cotjati = P1a+i(S) + p2,445 (), Tarjari = paa+i(S), J=1,2,...,7
Catiatl = PLa+ia+l(S) + p2,a+5,4+1(S);  Tatjart = P3.a+i.a+1(S),
Hl=12....r, 1>7;
Cigri = Prig+i(S),  Tigrs = P2iq+i(S),
1=1,2,...,q, 7=12,....r, q+r=s;
) = (CL(S)),  p1ip(S) = Ay (CLS)CL(S)),
p2i(S) = Ma(CL(S)),  pain(S) = A (C2,(S)CEN (3)),
p3i(8) = Mr(0:(5)), pain(S) = Ay (0, (S)oh (9)),

Ijoined MITAS because L,
I wanted real responsibility www.discovermitas.com

I'was a construction
SUPErvisor in
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advising and

e Lelping foremen
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Lwp=12,...,q, p>i;
Pl,q+j (Tfﬂg) = )‘M(C;+J q+'(7';,§))7
* Q 1/2 — «
Pra+ia+i(T] 5 5) = Ay / (C;Jr] o+1(7f ,8)Cy ,q+l(Tj ;

vaQ"!‘j(T%’S) )\M( q+7,9+ ](T]*’ ))

2

);

Prgtiatt(TS) = M (CL (75, S)CZL (7, 9)),
03,445 (S) = A (0g1j.q+5(9)),
P3.915.01(8) = N Oatiar1(D)ogy 01 (S)). G.1=1,2,.
p1i (77, 8) = 31 (Cogrs (77 8)el g5 (77, 9)),
p2i5(8) = M (0145 (S)o L5 (9)),
1=1,2,...,q, 7=1,2,...,r, q+1r=s;

Cl(A) PzzAu + A Bza

(X3

"7’r7 l>.];

1—1
A (S) = (Pr(SaiAai) + (SkiAai)” Pai)
a=1
+Z(Pm (SLiAns) + (SLiAws)TPLY;

r

O—“(S) = Z (‘P7;;Q+B(S;+ﬁ,iBﬁi) + (S;+ﬁ,lBﬂ7/)T‘PZ’:,[‘q+ﬁ) ) 1= 17 23 ey
B=1

q
}: (P (Sh, Aap) + (ShpAap) " Pii) ,

i—1
() = Pypdy + APy + 37 (PL(SL, Aay) + (SkyAay) Pas)
a=1

+ Z za S Aalp) + (SépAalp)T‘Pia)
a=1+1

+ Z (Pia(SapAap) + (SapAap) " Pih)

a=p+1

T

oip(S) = Z (Pi,quﬂ(S;Jr,B,pBﬂp) + (S;+ﬂ7pBﬁp)TPi,q+ﬁ) )
B=1

Lp=12...,q, p>1i;
cl (75,8) = Pyt jqri7iBj + 75 B] Pys
q+5,q+i\Tj 9 ) = Lq+5,q+5TiBj T Tj 55 Lgtj,q+js
Jj—1

2 T 2 2 T
Cotj,q+i (Tﬁ S) = Z (Pq+ﬁ7q+j7-j(sq+ﬁ7j8éj) + Tj(Sq+ﬁ7jB/ﬁj) Pq+ﬁ7q+j)
B=1

2 2
+ Z (Pq+j7q+ﬁ7'j (Sq+ﬁ,jB/ﬁj) + Tj(Squﬁ,jBIBJ) Pqﬂ q+ﬁ)
B=j

196
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q
Jq-l-j,q-i-J Z S2 A, Pogtj + P a,q+j (SijA:lj)) s J=12..0m

!
q+J q+l (7,8 E : a+iqts T q+6,lBﬁl)’
2 (75,8) = Py By +7;BT P,y ;
Cati,q+i\Tjs X)) = LatjqriTiDL + Ti D5 Lgtjg+i

+ Z (Pcﬁﬁ,qﬂTl(Sngﬁ,lBZﬂ) + Tj(522q+ﬂ7jB£3j)TPq+ﬂ7q+l)

+ Z (Pq+j7q+ﬁ71(53+[3,13231) +7j (S§+ﬁ,jBf§j)TPq+ﬁ,q+l)
B=j+1
s

+ Z (Pytjiarsm(Se15.Bh) +7(Sh15,Bh;) " Paviatrs)
B=1+1

q
Tgriart(S) = 3 ((S240,)" Pager + Pty (S2,AL)))
a=1

j?l:172""’T’ l>j;

Cioq+j (75, 8) = Pig+j + ZPT 52 A/

+sza S2 Al +Zpi7q+ﬁ(sg+ﬁ,jB/ﬂj)Tj7
B=1

q
iq13(S) = AT Pigrs + D (ShiAai) Pagti

a=1

Z q+8, q+2 q+,8 jBﬁJ + Z Pq-‘r%Q-‘rﬁ(Squﬁ jBﬂJ)
B=j

7’:1725'”’(]7 ]:172,...,27 q+r=s.

Here S € S is a constant matrix such that
) (9) < y(8), VSES, ip=0q p>i, k=12
Clt;—‘rj,q-i—l(Tj’S)ch+j,q+l(7;7§)’ vSeS, 1>j=12,....,r, k=1,2;
oij(S)Saij(S), vSeS, i,57=12,....,5, s=q+r;
Ci’q+j(Tj7S)Sci’q+j(7';,§)7 vSesS, i=12,....q, j=1,2,...,r

The value T; is defined as

T, —

. { 7;, if the correponding factors are negative,
j

T;, if the correponding factors are positive.

Note that if the matrix C is negative definite, i.e. Ay (C) < 0 and
A (G) > 0, then the function DVis(x,y, 1) is negative definite for any
pa € (0,p3%) and for py — 0, where pi* = min {1, Ay (C)/ A (G)}.

If \y(C) <0 and A\y(G) <0, then pi* =1.
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Theorem 5.5.2 Let linear singularly perturbed large-scale system
(5.5.10) be such that for this system it is possible to construct the matriz-
function (5.8.2) with elements (5.5.11) satisfying estimates (5.5.12) and
for function DViys(x,y,u1) estimate (5.5.18) is fulfilled. Also

(1) matrices Aj, and A3, are positive definite;

(2) matriz C is negative-definite;

(3) w1 € (0,1), pi = ,ulle, 1=1,2,...,r, where

T; € [I“T'L]y ,D:l = mln{lnl[{a:u;*}

Then the equilibrium state (%, yT)T =0 of system (5.5.10) is uniformly
asymptotically stable in the whole on M x S, where

M={M: 0< g <Jir, pi =7 5, i=1,2,...,7}

The proof of this theorem follows from Theorem 5.3.1.

Ezample 5.5.3 Let system (5.5.10) be the 8-th order system n = m = 4,
decomposed into two interconnected singularly perturbed subsystems ¢ =
r = 2 defined by the matrices

(=2 1 ) )
A1_< | _2>, Ajo = Aly = 1072

41 _2
Bi:< 1 4>, Bja:B;B=0.5~1O J;

J=diag{1,1}, 1,=05, To=1, pg=pm7y"

- s
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In the matrix-function (5.3.2) the elements v;;(-) are taken as:

vii(z:) = xf Jri; veriowi(yi) =y Jyi, i=1,2;
vig(w1,02) = 1 - 107 Jwe;  v3a(y1,y2) = yi - 10 My,

viayj (@i yy) =2 107Ny, 0, =1,2, J=diag{l, 1}.
Obviously, for these elements the following estimates are true
vii(@i) > [l@il?, i=1,2 wvia(ar,x2) > =01 |2 [|z2;

Vagiori (i) = vl i=1,2;  wvsa(yr,y2) = —0.1lp |l [ly2]l;
’Ui72+j($i7yj) > _O'leiH HyJHa iaj =12

Let nT = (1,1,1,1),, then the matrix

An N1A12>
Al )’

A = (

where

1 —0.1 -0.1 -0.1
A11=A22=<_01 1 ), 14122(_01 _01)7

is positive definite for any p; € (0,1] and for p; — 0.
For such choice of the elements of matrix (5.3.2) the elements of the
matrices C and G are specified as

Cij = —1.996, 1= 1, 2; C12 = 0.6674; 62+i,2+i = —2.996, 1= 1, 2;
T34 = 0.6474; ©; = 0,2874; Ty =0.2888, j=1,2;

and

05 =0; 012=0.002, i=1,2; OToyi2+i =034 =0.004, i=1,2;
7,3 = 0.312438, T4 = 0311178, i=1, 2.
For the elements of the matrices C' and G specified in such way we have
A (C) = —1.018975; Ay (G) = 0.8819733
and

[ = min {1, —AM(g)} — min {1; 1.1553354} = 1.

v (G)

Thus, by Theorem 5.5.2 the equilibrium state (z1,yT)T =0 € R® of the
system defined in Example 5.5.3 is uniformly asymptotically stable in the
whole on M x Sg.
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5.6 Certain Trends of Generalizations and Applications

In this section general results of this Chapter are applied in two cases. In
Subsection 5.6.1 we present the results of stability analysis for singularly
perturbed large scale Lur’e-Postnikov systems under nonclassical structural
perturbations. A numerical example of the 12-th order system decomposed
into three interconnected singularly perturbed subsystems is considered as
illustration. In Subsection 5.6.2 we establish the conditions of a spacecraft
motion stabilization by means of three gyroframes. Here the possibility of
application of the matrix-valued function is shown and the obtained result
is compared with those obtained in terms of the vector Liapunov function.

5.6.1 Lur’e-Postnikov systems

5.6.1.1 Non-uniform time scaling Consider a singularly perturbed large-
scale system (see Grujic et al.[1])

dl‘i 1 (1)
b Az + ; Sy Auyr + qinfin (o),
o1 = cl-Tlx—i—c;rQy, Vi=1,2,...,q,
dy; < 1
pi— = Zuis(ﬁi 1Bz + Biyi + qisl—2(0i2) + ¢is fis(0i3),
dt at
(5.6.1) =1
Oig = uicfg,xi + C;ﬂyi,
q
2 3
ois =) (“iCiTSSéJr)i,lxl + C%Stg-i-)i7lyl> 7
iZi
i=1,2,....q,
where

U?l_jlfij(aij)e[ovkij]CR+7 i:1727"'7Qa j:1a273a

all matrices and vectors are of the appropriate order, and Si(ll), S;fr)i,l,
Séi)z‘,lv Séi)-)i,l are the diagonal matrices. Let
S sk S TS Sy
o Séir)m S«gir)m Stg}&-)i,i—l 0 Sé}i-)i,i-&-l Séi)i,q
- Sé?m Séi)m ;i)i,i—1 0 Séi-)i,i-&-l Séi)i,q 7
52?1,1 Séi)i,z S;i)i,iq 0 Séi)i,iﬂ Séi)zq
S = diag {51, 52, ...,5¢}
The structural set is determined as
S = {S: 0< S](';C) <I, Si(il) = Sé?z‘,i =1, S;i)i,i = S;i)i,i =0,

iaj:1727"'aq7 j:1727"'72Q7 k:17253}7

where [ is an identity matrix of the appropriate dimensions.
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The independent singularly perturbed subsystems corresponding to sys-
tem (5.6.1) are obtained as a result of substitution by z* and y* for z and y:

d.%i ~
p7ai Az + Aiyi + qin fir (Ga1),
~ T i, T.i .
ol =cprt+cnyt, Vi=1,2,...,q,
(562) dil il 2y q
Mi% = piBiixi + Biyi + qi2 fi2(0i2),

Vi=1,2,...,q, 2q=s,

where 2zt = (0%,...,0T,21,0T,...,0")Y € R", z; € R™, ni+na+---+ng =
n, y' = (0%...,00 45, 0T ...,00)T € R™, y; € R™, my+ma+---+my =
m.

We introduce the designations

fio = Aizi +qn fa(Gh), oh = cht,
gio = Biyi + qinfiz(0%), 0% = iy,
I = Auyi + i [fin(Gir) — fa(G)],

g; = wiBiixi + qia[fia(0i2) — fiz(o)],

q
it = Z Si(ll)Ailyl + q¢alfin(oa) — fan(Gin)],

=1
12i
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q
9" = Z'uisé}k)i,lBilxl + qiz fi3(0i3),

Vi=1,2,...,q, 2g=s.

The system (5.6.1) becomes

dx; .
*fz()+f +f7,7 1:1327"'3(17
dt
(5.6.3) o
L =gt gi gt i=1,2,....q
dt gio +9; +9; ? q

Here the vector-functions f;o and g;o correspond to the independent degen-
erated subsystem

dz; 50 T i

(5.6.4) P Az + qin fun(0}),  of = chz',

and subsystem describing the boundary layer

(565) = Bzyz + QZZfZQ( )a 7(,)2 = Cz2yl

dt

The vector-functions fio + f; and gio +g; correspond to the independent
singularly perturbed subsystems (5.6.2).

Alongside system (5.6.1) and subsystems (5.6.2), (5.6.4), (5.6.5) we shall
consider the matrix-function (5.3.2) with the elements (5.5.3) satisfying
estimates (5.5.4). As is known, for function (5.3.3) the inequality

(5.6.6) ut A(Mu < V(z,y, M) < u"B(M)u.

is valid. Besides, the matrices A(M), B(M) and vector u are determined
as in Proposition 5.3.1.

Proposition 5.6.1 If for system (5.6.1) the matriz-function (5.5.2)
with elements (5.5.3) is constructed, then for the Dini derivatives of func-
tions (5.5.3)

(2) 75 (DF0;)" fio < prillesll®s Vi € Nigo, Vi€ [Lg];
(b) 77q+z'(D+i”q+i,q+i)T9i0 < paillwill®, Vi € Niyo, Vi€ [l,ql;
(c) ni (D v) " fF +77§+¢(Dytvq+i,q+i)T9f
+ 2nznq+z{f“z ac7 Yy q+1) (fio + 1)+ (‘Dytvi,q+z')T(gio + 9:)}
< (p3i + pipai)l|zll® + (psi + pipei) |yl

+ 2(p7i + papsa) |z || lyill, YV (2,9, M) € Nizo X Niyo x M,
i=1,2,.. ¢

T k%

q
*k 2 =+
an 167 17, i + an-‘ri(Dyivq«ki,q«i»z) i
i=1

+ Qan‘an{Mi(D;”i,qﬂ)T i (D;_ U; q+z)T91**}
i=1
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+222”sz b Vsj V' (fio + 5+ 1)
i=1 j=2
>
(D;_J z])T(ij+fj>'k+f;*)}
q q
T * sk
+22an-&-mq-&-j{/‘j(D;qu,q-i-j) (gio+gi +9; )
i=1 j=2
%>’L
—i_:U/l(l)yJ q+7,q+]) (gzO—"_g:J’_g:*)}
+QZ Z 77177q+]{/l] z1 zq+] (fio+fi*+f¢**)
i=1 j=1
(3#4)
+(Dy+g zq+j) (gi0+g:+g:*)

< Z {(poi(s) + piproi(s))|zill* + prua(s)llwil*}
+23 > {(pi(s) + mip2is ()|l [l

+ (p3ij (5) + pipaij (s) + pipsig ()il 19)3 1 }
q q
ZZ pois(8) + piprij (s) + pipeipsii () il 1yl
V(xi,yiaMa S) S -/\/izo X A/iyo X M x Sa

where poi, o = 1,2,...,6, i = 1,2,...,q, pgi(s), 8 = 9,10,11, i =
1,2,...,q, are maximal eigenvalues of the matrices

07 [P As + AT P + Pukiyaa (i)™ + (kg (i) ™) " Pl
Mot il PrviariBi + B Pyyigri + Pyrigrikingio(ci)”
+ (ki (cia) )" Ptigril;
i [Pikiyain (i)™ + (kg () ™) " Pal;

1

577i77q+i(Pi,q+iBii + Bz’Iz‘Pqu+z + P q+zk12q12623 + (k;kZQiZCiS)TP?ql).

2 T T\T
nq+i[Pq+i7q+ik;<2qi26i4 + (k;QQiQCzA) Pq+z‘,q+z‘]§

1 )

577i77q+1( ia+iAii + A;I;Pquﬂ + P, q+zkzlqzl( )T + (kjl%l(czQ)T)TPi,qH);

ni[Pikiian ()" + (kf1ga (i) ") T By

+Z77177J qujl ) )TP +PTkg1qg1( jl)T};
J>z

2 T T
NiNg+i [‘Pz ,q+i quZSC 5S¢§+z 4 ( z3qz3c 5Sr§+)z z) i q+z].

nian+i[Pi,q+iki1qi1(ci ) + (Kj1a:1(c; ) )TP',q+i
(3) )T

+ P q+i, q+zk13qi36265q+z i ( quZSCZGSq-H 7 q+1, q+7,]

203
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respectively, and p7i, psi, prij(S), k= 1,2,...,8, 4,5 =1,2,...,q, are
norms of the matrices

2P (A + kqil(cly)™) + NiMgti P gri(Bi + ke
2 (B + (kg E)P, o + 1ingri (A + (Eg (ED)TDDP Lo
nq+z i 12432C;3 q+i,q+% NiTlq+i 7 114931 Ci1 1,q+1?
n; Py kzlqzl(cj) +77i77j(PijAj+Az‘TPij)

i—1

+ Z mn; {B?k71411(cg1)T + (kl*ﬂln (Cljl)T)TPlj}

=1

+Z{7h7h ki ()" +nl77j(k71Qz1(CZ1)T)T1:’zj}

+ Z{nmzpuk?lqll(cl"l)T + 77]‘771(’6716111(0171)11)11133 ;
I=j

nin‘I'i‘iPivq‘i‘i (SéJr)z jB + k13q230_755q+)z j)

1 * 2
+ E :’7i’7q+lPi,q+l(Sé+)z,jBZj + kl3Ql3CjT53¢§+)l,j);
=1
I#i

R‘P,Fqﬂk:ﬂu (C{Q)T + 0ingri (Ki1an (C{Q)T)Tpi,qﬂs
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1)
Ng+iNg+5 Pa+i,g+j (Bj + kaqj‘2c;r4) + Mg+ 7,7q+7,(S( A, )
1—1

+ Z nQ+an+lPQ+l7Q+7f(kl3Ql3CJGSq+)l j)
1=1

+ Z77q+z77q+qu+z,q+l(klsqllscyéss +1 ])'
=i

i1
. 1
Natifa+i (B + (ki2i2ciy) ) Pyrigrs + Z 771771'131?51(]‘ )AU
=1

q q
1 *
+ Z ninjpilsl(j )Alj + Z 77i77q+lPiTq+l(ki1qZ‘1(05‘2)T)
=i 1=1
i—1

+ Z Ng+iTlg+1y +l7q+z(kl3Ql3616Sq+l J)
=1

+ Z NgtiNg+1Pq+i, q+l(kl3ql36]6s i)
=1

(S )A +k11q11(07) )+nianri(k;quil(CZI)T)TPi,qui

+ NNt P g (B + k;2Qj20iT4)

i—1
1 , j
+ E 771771'131?(5](‘1)1413' +khan(cy)")
=1

q
+ Z Ui’]zpiz(sz(jl)Azj + kg (cly) ")
I=it1

+ Znanqﬂ Foa+l kszz:aCzesSqH )

T (1)
77q—HPq-i-J q+j (Sq+J ZBJZ + k./3q]3c]55q+] z) + 77177q+JA P,qﬂ

+ Z Mg (Kivan () ) Prgs s

=1
i1

T 1 * 2
Z Uq+mq+qu+l,q+z‘(S;ﬁz,jBZj + kl3ql30j5s¢§+)l,j)
=1

q
1 . 2
+ E 77q+i77q+lp T, q+l(5,§+)l,j31j + kl3q130j55(5+)l,j)
I=i

+ nq+mq+j[(k:ﬂizcig)TPqH,qﬂ + P, q+i,q+7 (k;k2qi2cgi)]

respectively. Here i # j, k; and k; are determined in the same way as

ki in Section 2.4, cfj € R™ 1s the k—th component of the vector c;;.
The proof of Proposition 5.6.1 follows from direct computations.
Proposition 5.6.2 Let all conditions of Proposition 5.6.1 be satisfied.
Then for the total derivative of function (5.5.3) with elements (5.5.3)
DV (z,y, M) < u"G(M)u

(5.6.7)
V(z,y,M,S) € Nyy X Nyg x M x S,
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where

ut = (faall, Nz2ll, -, lzgll, Nyalls llyell, - lyalD),

G(M):[EZ]-F&I](M)], i7j:172,...,8, S:2q.

The elements of the matriz G(M) are

Cii = p1i + p3i + poi(ST);  Cij =i = p1i;(ST), 1 F# J;
Cqtiqti = P2i + psi + p11,:(S™);

Catig+i = Catiati = P3ii(S7), i #

Cigti = P1i;  Cigrs = Peis(S™), 1#j=1,2,...,q

Gij (M) = pi(pai + p10i(S™));  Ggrig+i(M) = pipei;
0ij (M) = 05i(M) = pip2i;(S*), i # J;

Ogtisqtsi (M) = pipaiz (S*) + ppsi (S7), i # Js
Tiq+i(M) = pipsi;
Tigri (M) = piprij (S*) + pipgpsii(S*), i#j=12,...,q

S* € S is a constant matriz such that

pri(S) < pri(S™),  prij(S) < prij(S¥), k=9,10,11,12,
r=1,2,...,9, 4,j=12,...,q, ©#].

The proof of Proposition 5.6.2 is similar to that of Proposition 5.3.2.

Theorem 5.6.1 Let the equations of singularly perturbed Lur’e sys-
tem (5.6.1) be such that the matriz (5.3.2) is constructed with the elements
(5.5.3) satisfying estimates (5.5.4) and for the total Dini derivative of func-
tion (5.8.3) the estimate (5.6.7) is satisfied and

(1) matriz A(M) is positive definite for any p; € (0,11;1) and for p; —
0, i=1,2,...,q

(2) matriz G(M) is negative definite for any p; € (0,1%) and for
w—0, 1 =1,2,...,q.

Then the equilibrium state (z%,yT)T =0 of system (5.6.1) is uniformly
asymptotically stable for any p; € (0,u7) and for u; — 0 on S, where
pi =min {1, fii1, [}

If, moreover, N;z = R"™, N;, = R™,, then the equilibrium state
(T, y™T = 0 of system (5.6.1) is uniformly asymptotically stable in the
whole for any p; € (0,1F) and for p; — 0 on S.

In these relations pi;1 and fi;0 are determined by the conditions of matrix
A(M) positive definiteness and matriz é(M ) megative definiteness respec-
tively.

This theorem is proved by the same method as Theorem 5.3.1.
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5.6.1.2 Uniform time scaling In the case of uniform time scaling system
(5.6.1) is (see Gruji¢ et al. [1])

dxZ

= Ajx; + Z S(I)A,aya + qi1 fir(0in),

Uil—C“CE-i-Cigy, VZ:12,Q,

dy;
gy = ZS(+z ipTs + TiBiyi
5.6.8
( ) + qu12f12(0'22) + Tzqz3fz3(gi3)a
02 = #zAzT?) + E;‘I;yi)
03 = Z lu’zCﬁSSq_H /61:['3 + Z CaG +z aYa
B=1 a=1
Vi=1,2,...,7, q+r=s,
where

-1 i=1,2,...,q when j =1,
~fi(o.:) €0, kij] C Ry, ) .
aij fij(0i;) € [0, kij] + {121,2,,,.,r when j = 2,3.

The structural matrices S, §@® &

i i s Sij, and S, and the set S are deter-

mined as in Section 5.5.1, 7; € [r;,T;],, the numbers 7, and 7; are given.
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For the analysis of asymptotic stability of large scale system of Lur’e
type (5.6.8) we construct matrix-function (5.3.7) with elements (5.5.11)
satisfying estimates (5.5.12). For function (5.5.13) the bilateral estimate

uT A(p)u < V(z,y, p1) < u"B(u)u,

5.6.9
( ) v(xivyjnul) € J\[ia;o X Aijo X M7 VTi S [Iiv?i]v

is true, where u, A(u1) and B(u1) are determined as in Section 5.3.2.
Assume that n* = (1,1,...,1,1) € RS, s=q+.

Proposition 5.6.3 If for system (5.6.8) the matriz function (5.3.7)
with the elements (5.6.9) is constructed, then for the total derivative of
function (5.3.8) by virtue of system (5.6.8)

DV (x,y,u1) < uTC*u+ uG*u,

5.6.10
( : V (2,9, 1, S) € Ny X Nyy x M xS,
where
ut =zl Nzall, - gl lyns el - llyelD;
C*=lcyl, cj=cii 4,i=12,...,5
G*=[o}], o} =0, Hi=12,..s

c;ki = )‘M (cii)7
cii =P A + Al Pii + Pyapn ki (@)™ + (g ki (€H) )T Py,

q
+2) (Papikpy ()" (akyn () ) P,

p=2
p>
i=1,2,. ¢
Corgati = M (Copjgr (7755));
T
Cotjari(Tf S) = PotiariTi B + T*B Potiari t PoviariTi 42K52(Cja)

* k'* ~ \T TP P k‘ ~ TS(3

+ (Tj 452 j2(c]4> ) atiati T Yatd, Q-HT] 43 13(016) q+3,J
~ <) \T

+ (T%qjgk;s(cjfi) Satii) Poviati

T53)
+ Z { a+5,q+171 ngkzg(%ﬁ) Sqtlj
l>]

* * [ _(3)
+ (7 qlSkZS(cjﬁ)TSq+l J) Pqﬂ g+l

~

+ (T;qj3k;3(cl6) Sq-l-Jl) q+7,q+1
T53) .
+ Pr wt+i.a+177 43k (Cle) Sq+j,l}7 i=1,2,...,1;
. 1/2
Czp = )‘J\é (C;T C )

Cip =P;;q11kj (/C\fDT + (qplk;1 (/C\];l) )TP + ATP + Pszp

+) Phasmki )" + Z (as1k51(5) ") " Pg,

A=1 A=i+1
B#p
q .
+Z 8951k 51 051) + Z (%1%1(%1) )T P7,ﬁ7
B=p+1
/5751
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i7 p = 17 27 M) q’ p > i;
* 1/2 * Q
Corjart = Mr (Cagigr1 (755 8) Casjart (75,5)),

* Q) * x (~ \Tg®)
Cotjigri(758) =Py g7 43K53(Cls) Sqrj

(3)
+ (7" @3krs ( JG)TSq-‘rl])TP +1,q+j
VP ot B+ BIP,

T ~ \T\T
+ Py gl G2kin(Ca) ™ + (77 452K52(Cia) 7)) " Pyijg
! (3)
* * (~ \T@
+ P;‘Fa,qulTaqoszozS(ch) Sq+a,j

a=1
- 3)
+ Z (Tadaskas(C6) " Sgran) Pryaq

a=j+1

a#l

~ \TE®3)

Z q+7, q+a aqa3ka3(cl6) Sq+al

a#]

~ T3 T
+ Z aqa3ka3(cl6) Sq+o¢ l) Pq+jﬂ+ou
a=Il+1

jl=1,2,...,r, 1>j;

C;qﬂ - 1/2(Cqu+J (T;’g) C 4,q+J (T S)
Oz ,q+3 (T S) ‘PZZSZ] Aij + ‘Puqzlk;,kl (/0\1]2)T

+ Z {PWSI(U)A + quplkpl( p2)T}
p>i

+ P T By + Py i szk;z(/c\ﬂ)T
Z i,q+a T aqa3ka3(A]6)TSt(1i2a7]’
i=1,2,.. .0 j=12....r q+r—s
ol = Al (9)),
0:i(S) =P 1 i0i2ki (@ Cis)" + (QiQkfz(aa)T)TPi,qﬂ

=(2) * (~ \T7@ (2) T
+Z{ “1+ZqJ3 ) Sqﬂz (qj3 j3( ) Sqﬂz) Pqﬂ}
1=1,2,...,q;

Opriari = Mr(0gsq4i(S)),

q

¥ (1) (1
Ogtigri(S) = Z{(Sm A) Py grg + PigiSi
i=1
@k @) Py + PRy K (@)}

=12 ...,r
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X 1/2 = =
o5 = M (05,(8) 03, (3)),
Ulp(g) % q+pqp2kp2( pB)T + (qi2k:<2 (ai3)T)TPp,q+i
<(2) % (~ \Ta2)
+ Z { i 13K53 (Cps) Sqigp + (253H73(5) " S, 1)TPp,q+j} ’
Lp=12....q, p>i

1/2, T ¥l Yl
Oqtjatrt = M1 (Ogiqr1(S) Ogpjgri(S)),

r0s300(5) = 3L (504,) P+ P, (500 0)

=1
~j ~
+ (g1 k5 (C;Q)T)Tpi,q-kl + Pi,Tq+j‘Ji1k:<1 (ciQ)T}a

G l=1,2,...,r, 1>7;
1/2 — —
Tt ari = Ap (08 s (8) 010 (),

= (1) T %~ \Ta2) T
i,q+i(S) = (Sqr5:Bji) Parjars + (@53K53(C5) Sotsi) Porjgts

= (1)
+Z{ SuttiBii) Piijarr + (SyrriBi) Posjgs
l>]

~ (2) \T ~ (2) \T
(ql3kl3( 15)TSq+l z) P q+j,q+1 + (ql3kl3( 15)TSq+l z) Pq+j,q+l
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* * [ * * () T
+ 8% ki (Cs)  Pyly jgrr + 0 (ai2kia (G3) ) Pq+j,q+l}

q
ATPZ q+i T Z (kagl@gel)T)TPﬁqu’

B=1
1=1,2,...,q, j=1,2,...,1r, q+r=s;
5*:{1 for 1 =1,
0 for I #i.

Here k;, i # j, and kj; are determined as in Section 5.6.1.2 of this

Chapter, 7; is determined as in Section 5.2.2, cfj is the k—th component of

vector c¢;j, S € S is a constant matrix such that

CQ"I‘j;Q'f‘l(T)nS)§C+j7q+l(7-;7§)7 VSES7 j,l:1727...,7";

Ciagts (75,8) < Cigri(7,8), VS ES, i=1,2,....q, j=12,...,1;
0i(S) <0i;(S), VSeS, i,j=1,2,...,s=q+r

Proposition 5.6.3 is proved by the immediate calculation of total deriva-
tives of functions (5.6.9) by virtue of system (5.6.8) with their subsequent
estimation from above.

Corollary 5.6.1 If in Proposition 5.6.3 the matrix C* is negative definite,
ie. Ay (C*) <0 and

(a) \u(G) >0
or

(b) Am(G) =0,
then the function DV (x,y, 1) is negative definite

(a) for any w1 € (0, 1) and for py — 0, where

= min{l, —)\M(C*)/AM(G»,

or
(b) for any pq € (0, 1] and for 3 — 0 respectively.

Theorem 5.6.2 Let the equations of singularly perturbed LSS of Lur’e
type (5.6.8) be such that for the system the matriz-function (5.3.7) is con-
structed with the elements (5.6.9) satisfying estimates (5.6.10) and for the
total derivative of function (5.8.8) by virtue of system (5.6.8) the correla-
tion (5.6.12) is satisfied and

(1) matrices AT, and Ay are positive definite;

(2) matriz C* is negative definite;

(3) n1 € (O, /’11), Wi = Ti_l,ul, 1 = 1,2,...,7‘, T, € [Zini]; M1 =

min {17 15 ﬁl}

Then the equilibrium state (%, yT)T =0 of system (5.6.8) is uniformly
asymptotically stable on M x S,, where

/K/lv:{M:0</dL1<ﬁ1}7 i =1 ey, i=1,2,...,r
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If all conditions of Theorem 5.6.2 are satisfied for Ny x Nj, = R"*™i |
then the equilibrium state (z%,yT)T = 0 of system (5.6.8) is uniformly
asymptotically stable in the whole on M x S.

Proof The assertion of this theorem follows from Theorem 5.3.2.

Remark 5.6.1 If A\ (G) < 0, then assertion of Theorem 5.6.2 remains
valid for 7 = min {1, uf}.

Ezample 5.6.1 Let system (5.6.1) be the 12-th order system (n =m =

6) of Lur’e type decomposed into three interconnected singularly perturbed
subsystems (¢ = r = 3) determined by the vectors and matrices (see [Grujic

et al. [1])

0 1 . 1
Ai = <_1 _2> A” = J, Aij —’}/J, ? #], = m,

—4 1 _ . .
B; = ( 1 ) , Bi=10""J, Bij=~J, i#]j,
o 1 o 0 o 103 o 1
qi2 = 1 ) qi3 = 1 ) Ci3 = 0 ) Cig = 0 )
0
Cj5=<7>, Cje':(g), kio = ki3 = 1.

The elements of the matrix function (5.3.2) are taken as

0.3 0.1 2 0
vii (i) = %T (O.l 0.3) T U3+ Yy ) = ijJT (O 2) Yjs

i,j=1,2,3;

vip<xi,xp>=x?(0'81 0%1>xp, ip=1.23 p>i

001 O . .
U3+j,3+l(yj7ylaM):/J‘i/J‘jy;r ( 0 001>ylv ]712172737 Z>J7

0.01 0 .
Uiv(ﬁ‘j(‘riayj?uj) :ﬂj'rlT < 0 001)y]7 1,] = 1a273~
For the constructed functions

1}”(.131) Z 0.2 ||1‘2H2, 1= 1,2,3;

V315,345 (s 15) = 35 ly; 1%, 5 =1,2,3;

Vip(Ti, Tp) = vpi (i, Tp) > —0.01 [|l24]| || ],
V3+5,3+1(Yj> Yi, M) = v340,3+45 (Y, yi, M) > —0.01 g5 [[y; || ]
j7l:172’37 l>j;

hLp =123, p>i

Vi35 (€0, Yjs 1) = =0.00p; |zl llysll, 4,5 =1,2,3.
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The matrix

Al(M):< A A12(M)>7

Al (M) Aga(M)
where
0.2 -0.01 -0.01

A= —0.01 0.2 —-0.011,
—-0.01 -0.01 0.2

—001[1,1 —OOI,U,Q —001/1,3

Alg(M) = —001[1,1 —OOI,U,Q —001/13 ,
—0.0].#1 —0.0].,11,2 —0.0].,[1,3
211 —0.01pap2 —0.01p1p3
Aga(M) = | —0.01p1p2 22 —0.01pops |,

—0.0lulug —0.01/12/13 2/_L3

is positive definite for u; € (0, 1] and for p; — 0, j=1,2,3.
For such choice of the elements of matrix-function (5.3.2) we have
[ —0.15383688 for ki =2,
PZ 2015278641 for ki =0,

B { —8.917237 for kj, =1,
P —12 for ki =0,
0.00171 for kj =2,
pP3i =
0 for £} =0,
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{ 2.309017-107° for kj =1,
P4ai =

107° for kj =0,
- { 3.2360679 for ki, =1,
7= 0 for ki =0,
- { 14828427102 for ki =2,
P = 1072 for ki =0,
0.46264281 for ki =2, kip=1,
] 038015581 for k=0, kp=1,
P70 045199337 for ki =2, ki =0,
0.37 for kf =k =0,
0.02407149 for ki =2, ki =1,
) 002279776 for k=2, Ky =0,
P57 002408377 for ki =0, ki =1,
0.02280625 for ki = ki =0,
{ 0.02497321 for ki, =2,
P91 =
0 for k3, =0,
- { 0.0149 for ki, =2,
2= 0 for k3, =0,
- { 0.00828427 for ki, =2,
pos = 0 for k3 =0,
4-107°% for k=1
i S* — i3 ’
pr04(S7) {0 for k% =0,

4.8626044-1073 for ki =2, ki =1,
3.2360679- 1073 for kj; =2, k=0,
4.107° for kjy =0, kj5=1,
0 for Kk =kj5 =0,

p11,i(S”) =

(8%) = 0.020000022 for £k} =2,
Plij 1o for kj =0,
3-107° for k=1
- (S*) = i3 ’
paij (57) { 15-107° for k& =0,
(8% = { 10°¢ for Kk =2,
PRI =0 for k=0,
0.05121  for Kl = ki =1,
0.0499996 for Kl =0, ki =1,
0.051161 for kG =1, ki =0,
0.049949  for ki = ki =0,

paij (S) =
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0.064213  for ki = ki = ki =
0.0614868 for ki =0, ki = kig =1,

0.050653 for ki =2, k=0, k=1,
0.06158  for ki =2, k=1, k;.g, -0,

Pl =N 0050612 for kf = ki =0, Kl =
0.0611818 for ki =0, ki =1, k;‘3 —0,
0050414 for Ky =2, ki =kf =0,
0050015 for ki = ki = ki = 0,
004989 for ki = kf = ki =0,
004995  for ki =2, ki =kl =0,
0.049960962 for ki =0, kf =1, k;; —0,
o ooaosor  for ky=kp =0, k=
i)=Y 004008 for kY =2 k=1, k;;) ~0,
004997  for ki =2, kf=0, kjg —1,
0049965  for ki =0, k= ki =
004999 for ki =2, ki =kl = 1,

0.021251 for Kk =2, k=1,
0.020212 for Kk =0, k=1,

i (8%) =

5= o351 for k=2, K =0,
0.023454 for Ky = ki =0,
0.0018061 for ki = ki =
0.001798 for ki =0, k; i,

psi(S™) = 2 3

0.001124 for ki =1, ki =0,
0.0011  for ki =k} =0.

Let n = (1,1,1,1,1,1), then the elements of the matrix G(M) are de-
termined as

¢i = —0.1261032, i=1,2,3; ¢; =¢c; =1012, i,7=1,2,3, i#j;

Catisyi = —5.676308, i=1,2,3;
Coyigts = Caqjari = 1070, i,7=1,2,3, i#7j;

Ciayi = 04626428, i=1,2,3; Cigy;=0.04999, 4,j=1,2,3, i#j;

Fi = 6.309017- 10 %p;, i=1,2,3;
Gij =05 =3-10""w;, i,7=1,2,3, i#7;
O3+4i,3+i = 0.0148284p;, i=1,2,3;
O34i34j = 034j3+i = 0.0511614; +0.064213p;, 4,5 =1,2,3, i # j;
Gigri = 0.0240837Tp;, i=1,2,3;
Gigrs = 0.023521p; + 0.0018061 115, 4,5 =1,2,3, i # j.

For such definition of the elements the matrix G(M) is negative definite
for p; € (0, 1] and for p; — 0, j=1,2,3.
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By Theorem 5.6.2 the equilibrium state (z%,yT)T = 0 € R'2 of the
system specified in this example, is absolutely stable on [0, K] x M x S,
where

K =diag{2,1,1,2,1,1,2,1,1},
M ={M: M = diag{,p2, ps}, p; € (0, 1], Vj=1,23}

Remark 5.6.3 In monograph by Grujic et al.[1] it was shown that the
equilibrium state (zT,yT)T = 0 € R'? of system (5.6.1) is absolutely stable
under nonclassical structural perturbations for u; € (0, 0.447], j =1,2,3.
The application of the matrix-valued function extends the domain of the
admissible values of the parameters yu;, j = 1,2, 3, for which stability under
nonclassical structural perturbations occurs.

5.6.2 Stabilization of an orbital apparatus The objective of the
present study is to apply the method of Liapunov’s matrix functions to
derive new stability conditions for a spacecraft (SC), which is oriented in
inertial space by a control system with executive devices in the form of
three gyroscopic frames.
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5.6.2.1 Mathematical model of the system It is assumed that a spacecraft
represents a solid with principal central moments of inertia J;, Js and Js,
the precession axes of the gyroscopic frames are directed along the principal
axes of the spacecraft, the elements of the gyrostabilizer (GS) are perfectly
rigid, and the gyroscopes of each pair are identical and have constant speeds
of self-rotation. Let ~; be the airborne angles determining the orientation of
the spacecraft, p; be the projections of the angular velocity of the spacecraft
onto the body axes, a; be the precession angle, A’ be the moment of inertia
of each gyroshroud (with a rotor) about the axis of self-rotation, B be the
moment of inertia of each gyroscope about the precession axis, C/ be the
equatorial moment of inertia of each gyroshroud (with the rotor), and H/ be
the intrinsic moment of momentum of the gyroscopes of the gyroframe T';.
Assuming that A, = C!, we obtain for the SC-GS system the system of
equations of motion (for the details see Abdullin et al. [1] and the references

therein)
Iipy + (I3 — I2)paps + Hidu cos g + Hsps sin o
- H2p3 SiDO(Q = M1 + Mpl (123)7
By — H;p; cosay + bicy; = My; + My, 1=1,2,3,
(5.6.11)

41 = (p1 cosy3 — p2 sin~y3)/ cosya,
J2 = p1 sinyz + p2 cos s,
43 = p3 + (p2 sin~y3 — p1 cosy3) cosYa.

Here, the symbol (123) designates cyclic permutation of indices,

L =Ji14+ B+ A1 + As (123),
B; =2B., A;=2A, H;=2H],

and M; is the projection of the disturbing moment acting on the spacecraft
on the axis Ox?, M, is the moment created by the gyroscope unloading
system, b; is the coeflicient of viscous friction in the precession axis, M,; is
the control moment created by the torque sensor (TS), and M,; is the
disturbing moment along the precession axis.

The above assumptions are not exactly realized in real structures, and
this leads to the occurence in system (5.6.11) of additional inertial, gyro-
scopic, and other moments as disturbing factors. It is assumed that their
action is reduced in some way to moments that enter the expressions for
M; and M,; as addends and can be estimated satisfactorily. Apart from
the mentioned moments, M; also includes moments of external forces, re-
active moments, and moments due to the debalance of GS rotors, and M,;
includes moments of dry friction, moments of dynamic debalance of rotors,
and other moments in the TS [1].

The necessity of allowing for GS unloading arises when a prescribed
orientation of a spacecraft should be maintained for a long time. It is
accepted that unloading is relized by the law

0, for t€ [tg,r);

Mﬂ(ai(t)) = {

—MY sign ;(11), for tE€ [Tk,trs1), |ai(mi)|=a?,
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where o is the precession angle at which unloading starts, 7 are the start-
up times (k=0,1,2,...), and ty = 7,1 + T (k > 1) are the unloading
cutoff times, and the constants T, and M? are selected so that |o;(tgr1)]
is sufficiently small.

The control moment My, is formed based on information obtained from
angle sensors (AS) ~; and angular-velocity sensors (AVS) p; and ¢&;. A con-
trol in the form

My = fi(ag) (K + Koipi) — Ksidy

for ideal T'S, AS, and AVS is considered qualitative.
Using the actual characteristics of the sensors, we can determine M,
from the equations

T;My; + My; = Fi(o;),
o; = fi(ai)(Fri(vi) + F2i(pi)) — Fzi(é),

where T; is the time constant of the control circuit of the gyroframes IT';
and fij(ey) = secey or fi(e;) = 1; Fi(o;) and Fj;(z;) are the nonlinear
characteristics of the TS, AS, and AVS, which vary in time, are ambiguous
and in the domain

* ﬂ— *
1vil <} <3 Ipil < i,
(5.6.12)

di| < ¢ =

™
PR ‘QZ‘SQ:SE’

satisfy the conditions

| Fji(;) — kjiws| < af;,
min (¢}, 0; — 0?) < Fy(0;) < max (—o}, 05 + 0?).

The values of 29, (29; =77, 29, = p?, 29, = &) = ¢f) are determined
by the dead zones, the noise of both the most sensitive elements and sig-
nal amplifiers, quantization, and other nonlinearities of the characteristics.
The value of ¢? is determined by the TS hysteresis, the dead zone, and
other nonlinearities of the static characteristics of both the sensor itself
and amplifiers, noise in the amplifiers, errors and quantization in computa-
tional devices, etc. The quantity o} addresses the saturation of the T'S or
amplifying devices.

In the monograph by Abdullin et al. [1], the following notation was
introduced

Ty =i, Toi =DPis T3 = ¢ = Gy, T4y = My /B = uy;
o =Hi/Ii;  aij = Hj/1;, (i # j);
Aay = (I3 — L)/, (123);
Y1 = a13pa sinag — araps sin e + Aaipaps  (123);
01 = [p1(cosy3 — cosy2) — pa sinysz]/ cosya;
02 = p2(cosys — 1) + p1 sinvs;
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03 = (p2 sinys — p1 COS7y3) COSYa2;
mi = M;/Ii;  mg = Mz/Ii; ma, = Mai/Bi; nj = kji /(BiT;);
gi = Hi/Bi; hi=0b;/B;; d;=1/T;; vi=o0:;/(BTy);
wi(vi) = Fi(BiTyv;) [ (BiT;) — vi;
i = v; — fi(ei)(nivi + n2ipi) + nzigi.
In these designations, system (5.6.11) is reduced to the form (see Abdullin
et al. [1])
&y; = w2 + 0,
Lo = —a;T3; COS ; + M; + Mx — Py,
(5.6.13)  @gi = —hiT3; + gi%2i COS O + Ta; + May,
Ty = —diva; + fi(oq) (N1 + n2ie;) — n3iw3i + i+ i,
d:$3i7 7::1,273.

Let us further introduce notations corresponding to the method of study
developed in Martynyuk and Miladzhanov [4, 5]

T . . _ T.
Tj = (il:jl,ij,xjf}) ) J= 172a3747 @ = (O(l,CXQ,Oé;g) )
Wi =cosvy;, t=1,23; pur=cosai_s3, k=4,506;
T, _ T, _ T.
m = (mi,ma,m3)"; Ma = (Ma1,Ma2,Ma3)" ; Mp = (Mp1,Mp2,Mp3)" ;

A = diag (a1,a2,a3); G =diag(g1,92,93); H = diag(hi, ha,h3);
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D = diag(di,d2,ds); N; = diag(n1,nie,ni), i=1,2,3;
M = diag (p1a, pis, pt6), 7= (r1 +@1(v1), m2 + p2(v2), r3 + <P3(V3))T;

M3 —p3 0

Sv= | —pepsy popy 0|, py=4/1—p3;
—paps R e
0 a3 Aaips — arapig
Sy = | Aagps — asspg 0 as1fty ,
asafif Aaspr — azi iy 0

i =1/1—pu3; k=4,56.
We transform system (5.6.13) into the form

Moty = S172,

Lo = —Soxg — MAxs +m + My,

(5614) T3 = —Hxs+ MGxo + x4 + Mg,
Mj,‘4 = —MD.’I,‘4 —|—N1.’171 —|—N2.’I,‘2 — MN3$L‘3 + ]\4’[”7
o= 3.

Here, the matrices S; and S, and constants puj;, j = 1,...,6 satisfy the
following conditions in domain (5.6.12)

S, <81 <81, S8,<8 <8, uj€(0,1],

where
0 -1 0 _ 1 0 0
S, =1-1 0o 0], Si=(10 1 0],
-1 0 0 0 1 1
0 0 Aa1ps — a1z
S5 = | Aazps — ass 0 0 )
0 Aasp] — as1 0
_ 0 a3 Aa1p§
SQ = A(JQ[); 0 a1

asz  Aaspi 0

5.6.2.2 Construction of Liapunov’s matriz function Let us construct a
two-index system of functions for system (5.6.14)

Uz, 22,73, T4, 00, 2, M) = [94;(-)],
(5.6.15) ( 0 a2, M) = [915()
Vij =95, 4,5=1,2,...,5,
with the elements

V11 (1, pi2) = poxt Briay,  V1a(x1, T, i2) = pox] Biaxa,
V13 =0;  V1a(z1, 24, o, M) = pox] Bia(Mazy), Y15 =0,

V92(9) = 3 Boowa, Vo3(x2,73) = x4 Bogxs,
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(5616) ’1924(1'2, T4, M) = f;[‘BQ4(M{E4), 1925(.’[2, Oé) = .’E;FBQE,O(,
Vs3(x3) = o3 Basws, Vsa(x3, 24, M) = x5 Bas(Muxy),
U35(z3, @) = 3 Basar, Vaa(wa, M) = (Mz4)" Baza,
1945 = 0, 1955(04) = OéTB5504.
Here, By;, i = 1,2,3,4,5, are symmetric, positive-definite matrices and

Bis, Bi4, Bes, Bay, Bos, Bss, and Bss are constant matrices.
The following estimates hold for functions (5.6.16)

po A (Bun) ||| < 911 (21, 1) < podns (Bun) ||z |1
Am (B22)||lz2]|? < V22(w2, 1) < Aas(Baz)||z2]|?;
A (Bss)||zs)|* < Vs (w3, 1) < Anr(Bss)||zs]|;
(A (Baa) |24 ]|* < Waa(wa, M) < Fdar (Baa)|lza|?;
—p2 Ay (B B) 21| [[2]| < Wr2(x1, w2, p12)
< gy (Bra BY) |z | |2l
—pafiNyy (BuBT) || zall < 91a(w1, 24, 2, M)
< paBidyy” (BuaBE) |l zall;
— Ay (BasBiy) |zl lzs]l < Was(x2, x3) < Ayj*(BasBay) |zl I|zsll;
(5:617)  —pXy (B BE)l|w | |z2]) < via(wr, 22, p2) <
< gy (Bra BE) |z | [l2l;
oAy (Baa BE) 2| [ 2a]] < V2a(wa, 24, M) <
< T Ay, (B2a B3y |[wa| [lall;
Ay (Bas B2l |l < D25(x2, @) < Ay (Bas B )|la2]| [l
—iNy (BsaBRy)l|zs | 124l < Vsa(ws, 24, M) <
< 7Ny (B3 B3y)llws| [l2all;
Ay (Bss BE) ||| lal] < O35(xs, @) < Ay (Bas B )|l llell;

“AY2(Bss BE)|al® < 0s5(a) < Ay (Bss BE)llal?,

where p = min {pq, ps, g}, & = max {uq, ps, 6}, Am(Bi;) are the mini-

mum eigenvalues, Ay(B;;) are the maximum eigenvalues of the matrices
By, i=1,2,3,4,5, and )\}\//IQ(BUB;FJ») are the norms of the matrices B;;
for i < j.

Uzing matrix-valued function (5.6.15) and the constant vector 7 =
(1,1,1,1,1)", we introduce the function

(5.6.18) O(x1, T2, T3, T4, 0, o, M) = nTU(xl, T, T3, Ta, 0 o, M)N.

It is easy to verify that if the elements of matrix function (5.6.15) satisfy
estimates (5.6.17), then function (5.6.18) satisfies the two-sided estimate

uTBu < @(xl,xg,xg,m,a,yg,M)T < uTBu,

221
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where

w= ([l [lz2ll, sl [zl )T,
B = [Q‘j]ij:h Qij = jSv B= [l_)ij]is,jzlv Eij = l_)jia
by = p2Am(B11), by = Am(Baz), bsz = Am(Bss), byy = pAm(Bas),
bss = Am(Bss),  bin = p2Am (Bi1),  baa = An(Ba2),  bss = A (Bss),
bas = pAni(Baa), bss = A(Bss), bia = —bjp = /L2)\}V/12(B1231F2),
bis=bi3 =0, b= —byy=psfiNy, (BraBL),
bis = by =0, bog = —by3 = Ay, (B23Bl),
524 = bz4 = ﬁ/\}v/fz (324351)7 525 = 1225 = )‘}\//12 (325355%
Bsa = byy = TN, (BsaBg),  bas = bay = Ay (Bss Bs),
bys = bys = 0.

/
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5.6.2.3 Test for stability analysis Further, we obtain an upper estimate of
the total derivative of function (5.6.18) along the solution of system (5.6.14)
in the form

d O dd; S Ay
_ 1 ’Lj T - .
7 O(x1,®2, T3, T4, @, o, M) = g o +2 E g e < ;:1 x; Kix;

i=1 i=1 j=2

4 4 4 4 4
+2) 0 alKijay + > ol Kha+ > ol Kjy(m+mp) + Y 2l Kjgma
=1

i=1 j=2 i=1 i=1
4
T gt T T
+ E x; Kjgr +mg Bssa+ (m +myp)~ Basa,
i=1

where
K11 = p5(BuaNy + (B1aNy)™);
Koy = — S3 Bay — BosSa + Big + Bl + BosM*G + (BasM*G)T
+ Boy Ny + (B2aN2)™;
K33 =— H" B3z — BygH — (M*A)" Byg — By M* A
— B3yM*N3 — (B34 M*N3)™;
Kyy = —(M"D)"ByyM*D + B3sM* + (B3, M*)";
K1z = B11S1 + 113 B12Ss + 5 B14No;
Ki3 = —p*BiaM* A — 1i5B14 N3 + N Bay;
Kiy = N{" Byy — 3 B1aM*D + N Byy;
Koy = — BoyM* A+ (M*G)" B3y — ST Boy — BysH
— BoyM* N3 + N B3y + Bas;
Koy =Baz + Ny Bug + Bog — BoaM*D + i3S  Byy
— Sy Boy M* + (M*G) " Bay;

K3y = —(M*N3)"Byy — (M*A)" Boy — BsyM*D — H" B3y M*;
K!, =0; Kb =2(5)Bas+ (M*G)" Bss);
Kby =2(Bss — (M*A)'Bos — H ' Bss); K, = 2B3s;
Kiy = 2u3Bay; Kby = 2Bsg; Kby =2Bas;  Kjy = 2M*Byy;
Ki3=0; Kj3=2By3; Kjy=2Bss; Kj3=2M"By;
Kiy =2usB1sM*; Kby =2BoyyM*; K}, =2BsyM*; K}, = 2By M*;

. { cos 75  if the corresponding factors are negative,
Mo =

1 if the corresponding factors are positive,

M* = diag (py, p5, 1)

= { cos aj_4 if the corresponding factors are negative,
r =

1 if the corresponding factors are positive,
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After simple transformations, we find the estimate

(5.6.19)
% O(x1,x2, T3, Ta, a, pr2, M) < wrKw + B le||w
+ B2llm + mpllw + Bs[malw + Balr|lw
+ AV (Bss B3s) [ mall lloll + Ay (Bas B3s)llm + my || e,
where

w = ([l z2ll, [lzs]l, lzal) ",
K = [Pij]?,j:u Pij = Pjis
pi = A (Kii),  pij = (K Ky), 4,j=1,2,3,4, i#}j,
B; = (B1j, B2y Baj, Baj) T, 7=1,2,3,4,

Bij is the norm of the matrices K7;.
Assume that ||mq| < Ta, [[m+my| < M+ My, and ||r|| < 7; then
estimate (5.6.19) takes the following form in domain (5.6.12)

d
(5.6.20) pn O(x1, X2, T3, Ta, o, M) < )\M||w||2 + |wl] + f,

where
U= 1Bl ||| + (| B2l (M + ™) + |85 [|[Ma + | B4l
1/2 1/2 o "
f = M2 (B BE) Imall [l + Ay (Bas BR) [ + 771, | o

d
From (5.6.20), it follows that the expression pn O(x1, x2, T3, Tg, @, 1o, M)

is negative definite if and only if the following conditions are satisfied
Am (K) <0,

(5.6.21) |w] > L VE+ A u(K)

—2\m(K)

However, the inequality below holds in domain (5.6.12)

3 1/2
(5.6.22) ol < {Z [0+ ) + (@) + <U;‘>2]} 7

i=1

where U > |U,|, i =1,2,3.

Theorem 5.6.3 Let LMF (5.6.15) with elements (5.6.16) be construc-
ted for system (5.6.14) and, for this system, condition (5.6.22) be satisfied
in domain (5.6.12). If Ap(B) > 0, Ay (K) < 0, and the vector w =

(lz1lls |2l |23l |zal) T satisfies inequality (5.6.21), then the motion of
system (5.6.14) is asymptotically stable.

Proof From the condition A, (B) > 0, it follows that scalar function
(5.6.18) is positive-definite in the sense of Liapunov. If the condition
Am(K) < 0 and inequality (5.6.21) are satisfied, then the total derivative
of function (5.6.18) will be negative definite by virtue of system (5.6.14). As
is known, these conditions are sufficient for the motion of system (5.6.14)
to be asymptotically stable.
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5.6.2.4 Conclusion remarks The stability conditions for a spacecraft for-
mulated in Theorem 5.6.3 are consistent with the conditions of the Lia-
punov’s like Theorem on asymptotic stability of motion. Namely, in this
theorem, auxiliary function (5.6.18) constructed on the basis of matrix-
valued function (5.6.15) is applied, and the conditions of its definite nega-
tivity are established.

Thus, the method of matrix-valued functions allows us to take into ac-
count all features of the system under consideration and the cross links
between subsystems and does not require constructing a comparison sys-
tem, which happens when Liapunov’s vector function is used (see Abdullin
et al. [1], p. 227).

Note that the application of comparison systems to analysis of motion
stability is inevitably associated with a certain type of its quasimonotonicity
(otherwise, the appropriate comparison theorems are not applicable). It
is well known that the quasimonotonicity of a system is not a necessary
condition of the stability of its trivial solution. Also, it is well known that
the property of quasimonotonicity is not associated with the essence of a
stability problem but is due to the key feature of the comparison method
used.

The method of Liapunov’s matrix functions for the system (5.6.14) al-
lows us to keep all the advantages of Liapunov’s direct method without
introducing into it side conditions that are not characteristic of this flexible
method.

5.7 Notes and References

Section 5.1 The results of stability analysis of solutions for the given class of
systems in terms of vector functions are presented in Gruji¢ et al. [1]. In this
chapter we use some results from the above monograph and set out the results
of development of a new method of qualitative analysis of singularly perturbed
systems dynamics in terms of auxiliary matrix-valued functions. In the frame-
work of this approach we succeed in reducing the requirement to the individual
subsystems of system F' and extending the boundaries of the admissible upper
values of small parameters as compared to those obtained or/and applied in terms

of the vector Liapunov function.

Section 5.2 In this section we use the same models of singularly perturbed
system under nonclassical structural perturbations as in Gruji¢ et al. [1], but
in the mathematical composition of large scale system for the given model of

connectedness.

Sections 5.3—-5.4 These two sections are based on the results by Martynyuk and
Miladzhanov [4, 5, 9], and Miladzhanov [4, 5].

Section 5.5 Some results of this section are presented by Martynyuk and Mi-
ladzhanov [9].

Section 5.6 Subsection 5.6.1 is based on the papers by Martynyuk and Mi-
ladzhanov [9, 10]. Also some estimates from Section 5.5 are used.

Section 5.6.2 is based on the paper by Martynyuk and Miladzhanov [8]. Be-
sides, we employ some results by Voronov and Matrosov (Eds.) [1] who applied

the vector Liapunov function in the solution of the problem.

Download free eBooks at bookboon.com



References

Aeppli, A. and Markus, L.
[1] Integral equivalence of vector fields on manifolds and bifurcation of differential
systems, Amer. J. Math. 85 (1963) 633 —654.

Agarwal, R. P.
[1] Difference Equations and Inequalities. New York: Marcel Dekker, Inc., 1992.

Andronov, A. and Pontriagin, L. S.
[1] Systemes grossiers. Dokl. Akad. Nauk SSSR 14 (1937) 247—-251.

Antosiewicz, H. A.
[1] A survey of Lyapunov’s second method. Contributions to the Theory of Nonli-
near Oscillations (4) (1958) 141—-166.

Arnol’d, V. L.
[1] Geometrical Methods in the Theory of Ordinary Differential Equations. Izhevsk:
Udmurt. gosuniversitet, 2000. [Russian]

Artstein, Zvi
[1] Stability in the presence of singular perturbations. Nonlinear Analysis 34 (1998)
817-827.

Ascoli, G.
[1] Osservazioni sopora alcune questioni di stabilita 1. Atti Accad. Naz. Lincei Rend
Cl. Sci. Fis. Mat. Nat. 9 (1950) 129-134.

Aulbach, B.
[1] Continuous and discrete dynamics near manifolds of equilibria. Lecture Notes
in Math., 1058, Berlin: Springer-Verlag, 1984.

Bhatia, N. P. and Szego, G. P.
[1] Stability Theory of Dynamical Systems. Berlin: Springer-Verlag, 2002.

Birkhoff, G. G.
[1] Dynamical Systems. Moscow-Leningrad: GITTL, 1941. [Russian].

Blaquiere, A.
[1] Differential games with piecewise continuous trajectories. In: Lecture Notes in
Control and Information Sciences. New York: Springer-Verlag, 1977, 34—69.

Borne, P., Dambrine, M., Perruquetti, W., Richard, J.P.

[1] Vector Lyapunov functions: Time-varing, ordinary and functional differential
equations. In: Advances in Stability Theory at the End of XXth Century
(Ed.: A.A. Martynyuk), London: Taylor and Francis, 2002, 89-112.

Bowen, R. and Ruelle, D.
[1] The ergodic theory of axiom A flows. Invent. Math. 79 (1975) 181—-202.

Bromberg, B. V.
[1] Matriz Methods in the Theory of Relay and Pulse Control. Moscow: Nauka,
1967. [Russian]

Bronowski, J.
[1] New concepts in the evolution of complexity. Syntheses 21 (1970) 228-246.

Download free eBooks at bookboon.com



Stability Theory of Large-Scale
Dynamical Systems References

Carrier, G. F.
[1] Singular Perturbation Theory and Geophysics. SIAM Rev. 12 (1970) 175—-193.

Cesari, L.
[1] Asymptotic Behaviour and Stability Problems in Ordinary Differential Equa-
tions. 2nd edn. Berlin: Springer-Verlag, 1963.

Chang, K. W. and Howes, F. A.
[1] Nonlinear Singular Perturbation Phenomena: Theory and Application. New
York: Springer-Verlag, 1984.

Chen, Ye. H.
[1] Optimal design of robust control for uncertain systems: a fuzzy approach. Non-
linear Dynamics and Systems Theory 1(2) (2001) 133-143.

Chetaev, N. G.
[1] On stability of rough systems. Prikl. Mat. Mekh. 24 (1960) 20-22. [Russian]
[2] it Stability of Motion. Moscow: Nauka, 1990. [Russian]

Conley, C. C. and Zehnder, E. C. L.
[1] Morse type index theory for flows and periodic solutions for Hamiltonian equa-
tions. Comm. Pure Appl. Math. 37 (1984) 207—-253.

Coppel, W. A.
[1] Stability and Asymptotic Behaviour of Differential Equations. Boston: Heath,
1965.

> Apply now

REDEFINE YOUR FUTURE
AXA GLOBAL GRADUATE
PROGRAM 2015

redefining / standards M

[=%
S
]
17}
=
S
=
S
2
°
=
o
©
0
o
3
2
9
&

227 Click on the ad to read more

Download free eBooks at bookboon.com


http://s.bookboon.com/AXA

Corless, M. and Leitmann, G.
[1] Deterministic Control of Uncertain System via a Constructive use of Lyapunov
Stability Theory. Berlin: Springer-Verlag, 1989.

Cronin, J.

[1] Recurrent solutions of some autonomous equations. J. Differential Equations 3
(1976) 595—600.

De Baggis, H.
[1] Dynamical sytems with stable structure. In: Contributions to the theory of non-

linear oscillations. Vol. 2. Princeton: Princeton University Press, 1952 (Ann.
of Math. Studies, No 29).

Diamond, P.
[1] Discrete Liapunov function with V' > 0. J. Austral. Math. Soc. 20B (1978)
280-284.

Dishliev, A. B. and Bainov, D. D.
[1] Conditions for absence of the phenomenon ”beating” for systems of impulsive
differential equations. Bull. Math. Acad. Sinica 13 (1985) 237—256.

Djordjevié, M. Z.
[1] Stability analysis of large scale systems whose subsystems may be unstable.

Large Scale Systems 5 (1983) 252—262.

Eckhaus, W.
[1] Asymptotic Analysis of Singular Perturbations. Amsterdam: North-Holland,
1979.

Furasov, V. D.
[1] Stability and Stabilization of Discrete Processes. Moscow: Nauka, 1982. [Rus-
sian]

Garofalo, F. and Glielmo, L. (Eds).
[1] Robust Control via Variable Structure and Lyapunov Techniques. Berlin: Sprin-
ger-Verlag, 1996.

Gruji¢, Lj. T.
[1] Uniform asymptotic stability of non-linear singularly perturbed general and large
scale systems. Int. J. Control 33 (1981) 481—-504.

Gruji¢, Lj. T., Martynyuk, A. A. and Ribbens-Pavella, M.
[1] Large-Scale Systems Stability under Structural and Singular Perturbations.
Berlin: Springer-Verlag, 1987.

Hahn, W.

[1] Theorie and Anwendung der Direkten Methode von Liapunov. Berlin: Springer-
Verlag, 1959.

[2] Stability of Motion. Berlin: Springer-Verlag, 1967.

Halanay . and Wexler D.
[1] Qualitative Theory of Impulsive Systems. Moscow: Mir, 1971. [Russian]

Hale, J. K.
[1] Topics in Dynamic Bifurcation Theory. Regional Conference Series in Mathe-
matics, No. 47, AMS, Providence, 1981.

Download free eBooks at bookboon.com



[2] Asymptotic Behaviour of Dissipative Systems. Math. Surveys and Monographs,
Providence: Amer. Math. Soc., Vol. 25, 1988.

Hirsch, M. W.

[1] Systems of differential equations that are competitive or cooperative V: Struc-
tural stability in 3-dimensional systems. SIAM J. Math. Anal. 21 (1990) 1225
1234.

Hoppensteadt, F.
[1] Asymptotic stability in singular perturbation problem. Diff. Eqns. 4 (1968)
510—-521.

Tkeda, M. and Siljak, D. D.
[1] Hierarchical Liapunov functions. J. Math. Anal. Appl. 112(1) (1985) 110-128.

Tooss, G., and Joseph, D.D.
[1] Elementary Stability and Bifurcation Theory. New York: Springer- Verlag, 1990.

Kaplan, W.
[1] Dynamical systems with indeterminacy. Amer. J. Math. 72 (1950) 573 —594.

Kokotovic, P. and Khalil, H.
[1] Singular Perturbation Methods in Control: Analysis and Design. London: Aca-
demic Press, 1986.

Kou, Chunhai, Zhang Shunian and Wu, Shujin
[1] Stability analysis in terms of two measures for impulsive differential equations.
Bull. London Math. Soc. (to appear)

Kramer and Hofman G. E. 1.
[1] Zentralblatt MATH CD-ROM, Volumes 926 — 962, Berlin: Springer, 2000.

Kryloff, N. M. and Bogolybov, N. N.
[1] Introduction to Nonlinear Mechanics. Kiev: Acad. Nauk of Ukr. SSR, 1937.
[Russian]

Kulev, G. K.
[1] Uniform asymptotic stability in impulsive perturbed systems of differential equa-
tions. J. of Comput. and Appl. Math. 41 (1992) 49-55.

Lakshmikantham, V., Bainov, D. D. and Simeonov, P. S.
[1] Theory of Impulsive Differential Equations. Singapore: World Scientific, 1989.

Lakshmikantham, V. and Leela, S.
[1] Differential and Integral Inequalities. Theory and Applications. New York: Aca-
demic Press, 1969.

Lakshmikanthan, V., Leela, S. and Martynyuk, A. A.
[1] Stability Analysis of Nonlinear Systems. New York: Marcel Dekker, Inc., 1989.

Lakshmikantham, V. and Liu Xinzhi.
[1] Perturbing families of Lyapunov functions and stability in terms of two measures.
J. Math. Anal. Appl. 140 (1989) 107-114.

LaSalle, J. P.

[1] Stability theory for difference equations. In.: Studies in Ordinary Differential
Equations. (Ed.: J. Hale), The Mathematical Association of America, 1977,
1-31.

Download free eBooks at bookboon.com



Stability Theory of Large-Scale
Dynamical Systems

Leela, S.

References

(1] Stability of differential systems with impulsive perturbations in terms of two

measures. Nonlin. Anal. 1 (1977) 667—-677.
Lefschetz, S.

(1] Differential Equations: Geometric Theory. New York: Interscience Publishers,

1957.

Levins, R.

[1] Complex systems. In: Towards a Theoretical Biology. (Ed.: C. H. Waddington),

Edinburg: Edinburd Univ. Press, 1969, 73 - 88.

Luca, N. and Talpalaru, P.

[1] Stability and asymptotic behaviour of a class of discrete systems. Ann. Mat.

Pure Appl. 112 (1977) 351 —382.
Lukyanova, T.A. and Martynyuk, A.A.

[1] Robust stability: Three approaches for discrete-time systems. Nonlinear Dy-

namics and Systems Theory 2 (2002) 45—55.

Lyapunov, A. M.

[1] The General Problem of Stability of Motion. Kharkov, Kharkov Mathemati-
cal Society, 1892. [Russian] (see also French translation in Ann. Fac Toulouse
9 (1907) 203—-474, and English translation in: Ann. of Mathematical Study,
No. 17, Princeton: Princeton University Press, 1949, and London: Taylor and

Francis, 1992)

Iy

8 stfatedic Markefifid
Management,
I conomics

BI
/

Shipping ‘

>rnatlonalsie

inancial Business

TTT—

Leadership &%
Organlsationg
Psychalog

-,

e
R
\

.,,f/ n ageetl

|

NORWEGIAN L erwo
BUSINESS SCHOOL ~ ~ £9Uss

EREDITED

Empowering People.
Improving Business.

Bl Norwegian Business School is one of Europe’s
largest business schools welcoming more than 20,000
students. Our programmes provide a stimulating
and multi-cultural learning environment with an
international outlook ultimately providing students
with professional skills to meet the increasing needs
of businesses.

Bl offers four different two-year, full-time Master of
Science (MSc) programmes that are taught entirely in
English and have been designed to provide professional
skills to meet the increasing need of businesses. The
MSc programmes provide a stimulating and multi-
cultural leaming environment to give you the best
platform to launch into your career.

* MSc in Business

* MSc in Financial Economics

* MSc in Strategic Marketing Management

* M5Sc in Leadership and Organisaticnal Psychology

www.bi.edu/master

230

Download free eBooks at bookboon.com

Click on the ad to read more



http://s.bookboon.com/BI

Malkin, 1.G.

[1] To the question of inverse Liapunov theorem on asymptotic stability. Prikl. Mat.
Mekh. 18(2) (1954) 129-138. [Russian]

O’Malley, R.E.

[1] Introduction to Singular Perturbations, New York, Academic Press, 1974.

Markus, L.

[1] Structurally stable differential systems. Ann. Math. 73 (1961) 1-19.

Martynyuk, A. A.

1]
2]

The Lyapunov matrix function. Nonlin. Anal. 8 (1984) 1223 -1226.
Extension of the state space of dynamical systems and the problem of stabi-
lity. Collogquia Mathematica Societaties Janas Bolyai 47. Differential Equations:
Qualitative Theory, Szeged (hungary), 1984, 711—-749.
The Lyapunov matrix function and stability of hybrid systems. Nonlin. Anal.
10 (1986) 1449-1457.
Uniform asymptotic stability of a singularly perturbed system via the Liapunov
matrix-function. Nonlin. Anal. 11 (1987) 1-4.
Hierarchical matrix Lyapunov function. Diff. and Integ. Eqns 2(4) (1989) 411 —
417.
The hierarchical Lyapunov matrix function and stability under structural per-
turbations. Dokl. Akad. Nauk SSSR 305(1) (1989) 41—44. [Russian]
Stability analysis of nonlinear systems via Liapunov matrix function. Prikl.
Mekh. 27(8) (1991) 3-15. [Russian]
Stability analysis with respect to two measures of system under structural per-
turbations. Differential Equations and Dynamical Systems 1(3) (1993) 257 -
266.
Matrix method of comparison in the theory of the stability of motion. Int. Appl.
Mech. bf29 (1993) 861 —867.
Stability Analysis: Nonlinear Mechanics Equations. New York: Gordon and
Breach Science Publishers, 1995.
A matrix-valued Liapunov function and stability with respect to two measures
of impulsive systems. Russian Acad. Sci. Dokl. Math. 50(2) (1995) 330—334.
Stability of discrete systems under structural perturbations. Int. Appl. Mech.
33(4) (1997) 329—-334.
Stability by Liapunov’s Matriz Function Method with Applications. New York:
Marcel Dekker, Inc., 1998.
Stability and Liapunov’s matrix functions method in dynamical systems. Prikl.
Mekh. 34(10) (1998) 144-152. [English]
A survey of some classical and modern developments of stability theory. Nonlin.
Anal. 40 (2000) 483 —496.
Stability analysis of discrete-time systems. Int. Appl. Mech. 36(7) (2000) 3—35.
[Russian]
Qualitative Methods in Nonlinear Dynamics: Novel Approaches to Liapunov
Matriz Functions. New York: Marcel Dekker, Inc., 2002.
Stability analysis of continuous systems with structural perturbations. Prik.
Mekh. 38(8) (2002) —-add pp.
Matrix Liapunov functions and stability analysis of dynamical systems. In: Ad-
vances in Stability Theory at the End of XXth Century (Ed.: A.A. Martynyuk),
London: Taylor and Francis, 2002, 135-151.

Download free eBooks at bookboon.com



Martynyuk, A. A. and Chernetskaya, L. N.
[1] A note on the theory of stability of impulsive systems with structural perturba-
tions. Int. Appl. Mech. 39 (2003) 350—355.

Martynyuk, A. A. and Gutowski, R.
[1] Integral Inequalities and Stability of Motion. Kiev: Naukova Dumka, 1979.
[Russian]

Martynyuk, A. A. and Krapivnyi, Yu. N.

[1] Lyapunov Matriz Functions and Stability of Large—Scale Discrete Systems. Pre-
print No. 11, Institute of Mathematics, Academy of Sciences of Ukr. SSR, Kiev
(1988). [Russian]

Martynyuk, A. A. and Miladzhanov, V. G.

[1] Stability theory for large-scale systems with structural perturbations. J. Autom.
Inf. Sci. 24(6) (1991) 8-12.

[2] On the stability of large-scale systems under structural perturbations. Problem
A. Elektron. Modelirovanie 14(1) (1992) 3-10. [Russian]

[3] On the stability of large-scale systems under structural perturbations. Problem
B. Elektron. Modelirovanie 14(4) (1992) 35—-42. [Russian]

[4] On the structural stability of singularly perturbed large-scale systems. 1. Engi-
neering Simulation 11 (1993) 555—-573.

[5] On the structural stability of singularly perturbed large-scale systems. II. Engi-
neering Simulation 12 (1994) 710—-725.

[6] On the stability of impulsive systems under structural perturbations. Electron.
Modelirovanie 16(1) (1994) 3—7. [Russian]

[7] Stability analysis of large-scale power systems with structural perturbations.
Dokl. Nats. Akad. Nauk Ukr. 2 (1995) 79—-81. [Russian]

[8] The theory of stability of an orbiting observatory with gyroscopic stabilization
of motion. Int. Appl. Mech. 36 (2000) 682—690.

[9] Stability in singularly perturbed systems with structural perturbations. General
theory. Int. Appl. Mech. 39 (2003) 375—401.

[10] Stability in singularly perturbed systems with structural perturbations. Some

Applications. Int. Appl. Mech. 39 (2003) 875—894.

Martynyuk, A. A., Miladzhanov, V. G. and Muminov, M. M.,
[1] Stability of large-scale discrete systems under structural peturbations. Ukr.
Math. J. 48 (1996) 1533 -1545.

Martynyuk, A. A. and Stavroulakis, I. P.

[1] Generalized stability of motion of impulsive Lur’e-Postnikov systems with struc-
tural perturbation. Journal of Appl. Math. and Stoch. Anal. 11 (1998) 481 —492.

[2] Direct Liapunov’s matrix function method for impulsive systems under struc-
tural perturbations. Canad. Appl. Math. Quart. 7(2) (1999) 159-184.

[3] Stability analysis of linear impulsive differential systems under structural per-
turbations. Ukr. Mat. Zhurnal 51 (1999) 784 —795.

[4] Novel stability and instability condition for interconnected systems with struc-
tural perturbations. Dynamics of Continuous, Discrete and Impulsive Systems
7 (2000) 307—-324.

[6] Uniform asymptotic stability of a class of interconnected systems with structural
perturbations. Dokl. Nats. Akad. Nauk Ukr. 8 (2000) 43—47.

Download free eBooks at bookboon.com



Stability Theory of Large-Scale
Dynamical Systems References

Martynyuk-Chernienko, Yu. A.

[1] On stability of solutions of quasilinear uncertain system. Ukr. Math. Zh. 51
(1999) 458—-465. [Russian]

[2] On uniformly asymptotic stability of solutions of an uncertain system with re-
spect to moving invariant set. Dokl. Russ. Akad. Nauk 364(2) (1999) 163-166.
[Russian]

[3] Motion Stability Conditions of Nonlinear Systems with Uncertain Parameters.
Candidate’s dissertation in physiko-mathematical sciences. S. P. Timoshenko
Institute of Mechanics of National Academy of Sciences of Ukraine, Kiev, 2001

(Manuscript). [Ukrainian]

Massera, J. L.
[1] Contributions to stability theory. Ann. of Math. 64 (1956) 182—-206.

Michel, A. N. and Miller, R. K.
[1] Qualitative Analysis of Large Scale Dynamical Systems. New York: Academic
Press, 1977.

Michel, A. N., Wang, K. and Hu, B.
[1] Qualitative Theory of Dynamical Systems. The Role of Stability Preserving Map-
pings. New York: Marcel Dekker, Inc., 2001.

Miladzhanov, V. G.
[1] Asymptotic stability of large scale systems under structural perturbations. Dokl.
Akad. Nauk Ukr. SSR (8) (1991) 85—87. [Russian]

[2] On one form of aggregation of large scale systems under structural perturbations
Dokl. Akad. Nauk Ukr. SSR (9) (1991) 91-93. [Russian]

Need help with your
dissertation?

Get in-depth feedback & advice from experts in your “ )
topic area. Find out what you can do to improve
the quality of your dissertation! ' PRU
@ o P
OO P"@
Get Help Now 0“00* 3
h cp\"“‘“t‘j x -

Go to www.helpmyassignment.co.uk for more info E:/Helpmyassignment

233 Click on the ad to read more

Download free eBooks at bookboon.com


http://www.helpmyassignment.co.uk

[3] Stability of large-scale impulsive systems under structural perturbations. Doki.
Akad. Nauk Ukr. SSR (12) (1992) 49—52. [Russiam]

[4] Uniformly asymptotic stability of the singularly large scale systems under struc-
tural perturbations. Prikl. Mekh. 29(4) (1993) 87-93. [Russian]

[5] On stability of the singularly large scale systems under structural perturbations.
Prikl. Mekh. 29(6) (1993) 76—82. [Russian]

[6] Stability Analysis of Nonlinear Systems under Structural Perturbations. Diss.
Doc. in physico-mathematical sciences, Institute of Mechanics NAS of Ukraine,
Kiev, 1993. [Russian Manuscript]

Miller, R. K.
[1] Nonlinear Volterra Integral Equations. California: Menlo Park, W.A.Benjamin,
Inc., 1971.

Mil'man, V. D. and Myshkis, A. D.
[1] On the stability of motion in the presence of impulses. Sib. Mat. Zhur. 1 (1960)
233-237. [Russian]

Miranker, W. L.
[1] Numerical Methods for Stiff Equations and Singular Perturbation Problem. Am-
sterdam: D. Reidel, 1981.

Mishchenko, Ye. F. and Rozov, N. Kh.
(1] Differential Equations with a Small Parameter and Relazation Oscillations.

Moscow: Nauka, 1975. [Russian]

Movchan, A. A.
[1] Stability of processes with respect to two metrices. Prikl. Math. Mekh. 24
(1960) 988-1001. [Russian]

Myshkis, A. D., and Samoilenko, A. M.
[1] Systems with impulses at prescribed moments of time. Sib. Mat. Zhur. 7 (1967)
202—-208. [Russian]

Pandit, S. G., and Deo, S. G
[1] Differential Systems Involving Impulses. Lecture Notes in Mathematics, 954,
Berlin: Springer, 1982.

Peixoto, M. M.

[1] Qualitative theory of differential equations and structural stability. In: Differ-
ential Equations and Dynamical Systems. New York: Academic Press, 1967,
469-480.

Persidskii, K.P.
[1] Stability Theory of Solutions of Differential Equations. Theory Probability. Se-
lected works in two volumes, Vol.1. Alma-Ata: Nauka, 1976. [Russian]

Pilyugin, S. Yu.
[1] Introduction to Structurally Stability of the Systems of Differential Equations.
Boston: Birkhauser, 1988.

Piontkovskii, A. A., and Rutkovskaya, L. D.
[1] Investiagation of certain stability theory problems by the vector Lyapunov func-
tion method. Avtomatika i Telemekhanika 10 (1967) 23—-31. [Russian]

Download free eBooks at bookboon.com



Pontryagin, L. S.

[1] Asymptotic behaviour of systems of differential equations solutions with a small
parameter under the highest derivatives. Izv. AN SSSR, Ser. Matem. 31 (1957)
605-626 [Russian]

Rama Mohana Rao, M.
[1] Ordinary Differential Equations. Theory and Applications. New Delhi— Madras:
Affiliated East-West Press Pvt Ltd, 1980.

Ribbens-Pavella, M.

[1] Critical survey of transient stability studies of multimachine power systems by
Liapunov’s direct method. Ninth Allerton Conference on Circuit and System
Theory, October 68, 1971. (Manuscript)

Ribbens-Pavella, M., Grujic, Lj.T., Sabatel, J.
[1] Direct methods for stability analysis of large scale power systems. IFAC, New
Dehli, August 16-18, 1979. (Manuscript)

Rouche, N., Habets, P., and Laloy, M.
[1] Stability Theory by Liapunov’s Direct Method. New York: Springer-Verlag, 1977.

Samarskii, A. A., and Gulia, A. V.
[1] Stability of Difference Configurations. Moscow: Nauka, 1973.

Samoilenko, A. M., and Perestyuk, N. A.
[1] Differential Equations with Pulsed Action. Kiev: Vishcha Shkola, 1987 [Rus-
sian].

Sell, G .R.
[1] References on dynamical systems. University of Minnesota, Preprint 91-129,
1993.

Sezer, M.E. and Siljak, D. D.
[1] Robust stability of discrete systems. Int. J. Control 48 (1988) 2055-2063.

Shaaban, H., and Grujic, Lj.T.
[1] Transient stability analysis of large scale power systems with speed governor via
vector Liapunov functions. IEEE Proc. 132(2) (1985) 45—52.

Shub, M.
[1] Global Stability of Dynamical Systems. Berlin: Springer-Verlag, 1987.

Siljak, D.D.

[1] On large-scale system stability. In: Proceedings Ninth Annual Allerton Confer-
ence on Circuit and System Theory, October 6—8. Allerton House, Monticallo,
Illinois, 1971, 731—741.

[2] Stability of large-scale systems under structural perturbations. IEEE Trans.
Syst., Man, Cybern. SMC-2 (1972) 657—663.

[3] On stability of large-scale systems under structural perturbations. IEEE Trans.
Syst., Man, Cybern. SCM-3 (1973) 415—-417.

[4] Large-Scale Dynamic Systems: Stability and Structure. New York: North Hol-
land, 1978.

[5] Decentralized Control of Complex Systems. Boston: Academic Press, Inc., 1991.

Simeonov, P. S. and Bainov, D. D.

[1] The second method of Liapunov for systems with an impulse effect. Tamkang
J. Math. 16 (1986) 247—263.

Download free eBooks at bookboon.com



Simeonov, P. S. and Bainov, D. D.
[1] The second method of Liapunov for systems with an impulse effect. Tamkang
J. Math. 16 (1986) 247—263.

Simon, H. A.
[1] The architecture of complexity. Proc. Amer Philos. Soc. 106 (1962) 467 —482.

Skowronski, J. M.
[1] Nonlinear Liapunov Dynamics. Singapore, etc.: World Scientific, 1990.

Smale, S.
[1] Structurally stable systems are not dense. Amer. J. Math. 88 (1966) 491 —496.

Thom, R.
[1] Structural stability, catastrophe theory, and applied mathematics. SIAM Review
19(2) (1977) 189-201.

Tikhonov, A. N.
[1] Systems of differential equations containing small parameters in the derivatives.
Math. Sborn. 73 (1952) 576—586. [Russian]

Tsypkin, Ya. Z. and Melikyan, A. A.
[1] Theory of Nonlinear Pulse Systems. Moscow: Nauka, 1973. [Russian]

Vasil’eva, A. B. and Butuzov, V. F.
[1] Asymptotic Expansions of Solutions of Singularly Perturbed Equations. Moscow:
Nauka, 1973. [Russian]

Voronov, A. A., and Matrosov, V.M. (Eds.)
[1] Method of Vector Lyapunov Functions in Stability Theory. Moscow: Nauka,
1987. [Russian]

Volosov, V. M.
[1] Averaging in systems of ordinary differential equations. Russian Math. Surveys
17 (1962) 1-126. [Russian]

Vorotnikov, V. L.
[1] Stability of dynamical systems with respect to part of variables. Moscow: Nauka,
1991. [Russian]

Walter, W.
[1] Differential and Integral Inequalities. Berlin: Springer-Verlag, 1970.

Zeeman, E. C.
[1] Stability of dynamical systems. Nonlinearity 1 (1988) 115-155.

Zubov, V. 1.

[1] Methods of A. M. Liapunov and its Applications. Leningrad: Izdat. Leningrad.
Gos. Universitet, 1957. [Russian]

[2] Mathematical Methods of Investigations of Automatic Control Systems. Lenin-
grad: Mashinostroeniye, 1979. [Russian]|

[3] Control Processes and Stability. St-Petersberg: St-Petersberg Gos. Universitet,
1999. [Russian]

Download free eBooks at bookboon.com



Stability Theory of Large-Scale
Dynamical Systems

Index

a-condition, 20

(-condition, 20

B-topology, 19

¢-neighborhood of function z(t), 19

Asymptotically contractive set, 45

Compact differentiable manifold, 24

Comparison function of class PC, 154

of class PCK, 154

of class M, 154

Continuous large-scale system, 5, 30

Dini derivative, 23, 33

Discrete-time large-scale system, 6, 91

Equations of the i¢-th degenerate independent
subsystem Sio, 22

Equilibrium state attractive, 16

xo-uniformly, 15

to-uniformly, 15

uniformly, 15

Brain power

Plug into The Power of Knowlé: ngineering.
Visit us at www.skf.com/know1edg.\¢.

AL

237

Index
stable, 14
asymptotically (in the whole), 4
connectively, 26
equi-asymptotically, 14
exponentially, 14
in the whole, 14
quasi-uniformly asymptotically, 16
uniformly, 14
uniformly asymptotically, 14
uniformly in the whole, 3
unstable, 15
Equilibrium state (z%,y™)T = 0 uniformly

asymptotically stable, 184, 192

in the whole, 176, 182, 198

unstable, 185, 186

structurally uniformly asymptotically stable in the
whole, 186

Impulsive large-scale system, 18, 91

By 2020, wind could provide one-tenth of our planet's
electricity needs. Already today, SKF's innovative know-
how is crucial to running a large proportion of the
world’s wind turbines.
Up to 25 % of the generating costs relate to mainte-
nance. These can be reduced dramatically thanks to our
stems for on-line condition monitoring and automatic
jcation. We help make it more economical to create

Therefore we'need the best employees who can
eet this challenge!

T@f Power of Knowledge Engineering

-

_

Download free eBooks at bookboon.com

Click on the ad to read more


http://www.skf.com/knowledge

Impulsive subsystems interconnected, 18

noninteracting, 19

Largest connected neighborhood, 32, 46

Liapunov matrix function of the S(1)) type, 95

of the AS(¢)) type, 95

of the NS(¢) type, 95

Matrix-function, 170

bilateral estimate, 32, 56, 97, 124, 178, 188, 198,
205, 213, 234

of class SL, 21

Matrix-valued function, 32

p-decreasing (in the whole), 70, 64

p-negative definite (in the whole), 69

p-positive definite (in the whole), 69

asymptotically P-decreasing, 70

decreasing (in the whole), 32

negative (positive) definite, 32

positive semi-definite, 32

radially unbounded, 32

radially P-unbounded, 70

total derivative, 41

weakly P-decreasing, 70

Measure p(t,z) with respect to the measure
po(t, x) continuous, 71

asymptotically, 71

uniformly, 71

Nonclassical structural perturbations, 29

Orbital apparatus model, 216

Power system, 77

Singularly perturbed Lure- Postnikov large-scale
system, 21, 85

uniformly asymptotically stable (in the whole), 198,
224

Solution attractive, 12

uniformly, 14

stable, 14

asymptotically, 16

uniformly, 16

uniformly asymptotically, 16

unboundedly continuable to the right, 20

Orbital apparatus model, 208

Power system, 77

Singularly perturbed Lure- Postnikov large-scale
system, 21, 85

uniformly asymptotically stable (in the whole), 206,
212

Solution attractive, 16

uniformly, 15

stable, 15

asymptotically, 15

uniformly, 15

uniformly asymptotically, 16

unboundedly continuable to the right, 20

Structural matrix of continuous system, 38

discrete-time system, 92

impulsive system, 119

singularly perturbed system, 166

Subsystem independent of the boundary layer, 23

fast, 23

interconnected degenerate Sy, 23

interconnected fast S, 12

System (pg, p)-attractive, 71

(po, p)-stable (asymptotically), 71

continuous, 52

discrete-time, 101

impulsive, 138

nominal, 28

singularly perturbed, 187

structurally stable, 24

transformed, 28

Vector field structurally stable, 24

Zero solution asymptotically stable on P x S of
continuous system, 37

of discrete-time system, 95

of impulsive system, 122

of singularly perturbed system, 169 system

unstable on P x S, 55, 95, 62

Download free eBooks at bookboon.com



